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1 Model description

1.1 General approach

The purpose of this model is to i) generate probabilistic forecasts of the relative net costs associated with
various energy system scenarios, and ii) determine which scenario is worth pursuing based on these forecast
costs alone. To do this we use observed historical technology data and empirically validated cost forecasting
methods to generate probability distributions of the future costs of single technologies, then combine these
to estimate total energy system costs in various scenarios. Because it is not possible to forecast the costs of all
energy system components using these forecasting methods (since sufficient data for model calibration is not
always available), we apply some “worst-case” assumptions that allow us to bound the relative expected net
present cost (NPC) of different scenarios. This reveals the preferred scenario in terms of expected costs. We
also compute the probability that this scenario will be cheaper than its competitors, i.e. the probability that
pursuing this scenario will turn out to be a winning bet.

Our perspective is that since the future is intrinsically uncertain, decision making is always a gamble,
and so the most important determinants of the future development of the energy system – arguably tech-
nology costs – should be characterized probabilistically, using empirically validated models calibrated with
observed data. We thus reformulate the energy transition question in terms of probabilistic technology cost
forecasts. The evidence for induced innovation in energy technologies and systems is strong1, so we use an
empirically validated model embodying this dynamic – a stochastic experience curve model developed and
tested by Lafond et al. 2 – to forecast key technology costs. In this framework, different energy system sce-
narios are viewed as different bets on future technological progress, conditional upon observed past progress
trends. Our model answers the question: given the consistent cost reductions in key clean energy technolo-
gies observed over the last several decades, what is the rough shape (in terms of time-scales and energy mix)
of the energy system scenario that is likely to be cheapest? The model only considers costs directly associated
with supplying energy services to the global economy, and does not consider any benefits (or costs) related to
health, ecosystems, welfare, equality, migration, trade, systemic risk, etc.

We use the current energy system as a benchmark scenario, and contrast its forecast cost against the
forecast costs of two alternative scenarios that implement transitions to a clean energy system. The energy
system model we construct is designed to only represent explicitly the very largest energy flows and most
important technology substitutions, and neglect everything that, from our current perspective, appears neg-
ligible. Other essential components of the energy system (e.g. technologies that facilitate the transport and
distribution of energy), are represented either explicitly, when possible, or implicitly by some simple worst-
case-assumption bounds. This strategy allows us to determine relative scenario costs.

We model the core components of the global energy system each year from 2021 to 2070 using 14 supply-
side energy technologies: 3 direct-use fossil fuels, 7 electricity generators, 3 energy storage technologies (two
types of battery, plus electrolyzers), and the power grid. The model is global and does not differentiate be-
tween different geographic regions. The high level of aggregation in all modelling dimensions (regions, tech-
nology types, technology vintages etc.) is carefully chosen to ensure that the modelled system is represented
in a manner appropriate for the probabilistic cost forecasting methods used. Lower levels of aggregation are
possible, but would obscure the clarity of the presentation here.

The benchmark scenario is called No Transition, and the two others are called Fast Transition and Slow
Transition. These are shown in detail in S.I. 4, but we also refer to them repeatedly before that in order to
explain how scenarios are constructed and how total system costs are estimated. In brief, No Transition is a
scenario in which unabated fossil fuel consumption remains at its current level, so that the economy relies
primarily on fossil fuels far in to the future; Fast Transition is a scenario in which the current high growth
rates of clean energy technologies persist in to the future, so that fossil fuels are displaced within about two
decades; and Slow Transition is a scenario between these two, with clean energy growth rates approximately
halving, then persisting in to the future, so that fossil fuel displacement is slow until 2040 then gathers pace.
(Two further scenarios, called Slow Nuclear Transition and Historical Mix, are also presented in S.I. 4, but are
not featured prominently in the paper because they turned out to be largely irrelevant to the main results.).
We do not claim that any of these is the cheapest scenario possible, we simply use them to compare the effects
of different types and speeds of transition on relative scenario costs.

There are two steps to the overall modelling procedure. First, the model energy system scenarios are
constructed, subject to the constraints that they must all provide identical levels of energy services to all end-
use sectors of the economy, and satisfy all expected engineering constraints. There are no market mechanisms
involved in the construction process: scenarios are created by specifying exogenously varying technology
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growth rates. Second, empirically validated probabilistic technology cost forecasting methods are calibrated
using extensive historical data, and used to forecast individual technology cost distributions in each scenario.
These are summed and discounted to give probability distributions of the NPC of each scenario, from which
the expected NPC of transition for each scenario, relative to the No Transition scenario, is computed.

This approach is similar to that employed by Gritsevskyi and Nakicenovic 3 . The most significant dif-
ferences are our carefully validated and calibrated cost forecasting models, and our decision to develop a
medium-complexity model (as opposed to their high complexity model with many more technologies and
processes). This is in order to avoid many of the pitfalls commonly observed in both low and high complex-
ity models4,5,6,7, including: too much model granularity to understand the main drivers of results; too little
model granularity to capture the diversity of technological progress; excessively long run-times, which pre-
vent detailed exploration of parameter space and parameter sensitivity; difficulty of calibration and keeping
the model up to date with the latest data; difficulty of model validation (backtesting); and the inability to
represent feedback loops, resulting in systematic biases and large forecast errors for fast-progressing tech-
nologies.

As discussed further in S.I. 8.4, our simple two-step approach contrasts with most other energy system
models, which usually involve modelling energy technologies and services, natural resources, infrastructure
and geographical regions at a much higher resolution. As we emphasise in the main text, we have designed
our model to be as parsimonious as possible while ensuring all assumptions and dynamics are both techni-
cally feasible and tied as closely as possible to observed time-series data. The simplicity and transparency of
the model and its results make it easy to be understood, replicated, and modified, with only a relatively small
number of assumptions.

We only include major energy flows in the model, and omit any minor energy flows that are not large
enough to influence the results, because this allows us to focus on a few critical technology substitutions that
can have a major impact on the energy system. We only explicitly model key features of the energy transition
that differ dramatically between scenarios, and for everything else we use simple worst-case cost assumptions
that represent the maximum estimated difficulty in transitioning away from the current system, though in
all cases these are highly conservative and strongly favour the No Transition scenario (in terms of estimated
relative costs). Thus our final results are in fact upper bounds on the relative net present costs of each scenario,
relative to the No Transition baseline.

1.2 Energy system description

We describe the global energy system as follows (see GEA 8 for comprehensive descriptions):

• Primary energy is the energy embodied in resources as they exist in nature. This metric is useful for
describing physical substances that store energy in chemical bonds, such as fossil fuels and biomass-
derived fuels. It is not very useful for describing other sources of energy though, such as nuclear,
geothermal, solar or wind power, since the extent of the original energy source in these cases is not
easily defined.

• Energy carriers are substances or phenomena in to which primary energy resources are converted for
consumption by energy users in the economy. Electricity, gasoline, coal, and power-to-X (P2X) fuels
are examples of energy carriers. Primary energy resources are generally converted to energy carriers to
facilitate transport, storage, standardisation, and market transactions of energy.

• Final energy is the energy embodied in energy carriers as they are delivered to energy users in the
economy. In this model, we define final energy to be the energy delivered to end-use sectors of the
economy, and the energy delivered to the energy sector for self-consumption.∗

• End-use applications (or end-use technologies) are the last step in the energy delivery chain, where energy
carriers are used by a consumer to perform some energy service.

• Energy services are services provided to consumers. The main energy services are heating/cooling, mo-
bility, consumer goods and food. Estimating the minimum quantity of energy required to provide an
energy service is not at all straightforward, and varies over time as new technologies are developed

∗Note the distinction between this and a perhaps more common definition, in which final energy refers only to energy carriers
delivered to end-use sectors of the economy, but not to the energy sector itself. The definition we use has the benefit that it allows
energy consumption of the energy sector to be described and modelled in the same way as other sectors, which is useful when
considering the large scale substitution processes involved in the energy transition.
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that are able to use energy more efficiently. In many cases there is a large efficiency gap between this
minimum energy requirement and the energy consumed in practise.

• Useful energy is the portion of final energy that goes towards doing the useful work that energy services
provide, while the rest is lost to the environment. It is the energy required by energy technologies, in
various forms such as kinetic energy, heat and light, to perform energy services. End-use application
technology choices have a large impact on both useful and final energy consumption because their
conversion efficiencies vary widely. For example, consider providing an equal level of transport service
via an electric vehicle (EV) or an internal combustion engine vehicle (ICEV). The amount of useful
energy consumed in both cases is the same. But while the EV is around 80% efficient at converting final
energy (electricity) to useful energy (kinetic energy), the ICEV is only around 25% efficient (75% of the
chemical energy in petrol is wasted as heat), so requires around three times as much final energy. Due
to wasted heat, solid, liquid and gaseous fuels usually have very large discrepancies between the final
energy they contain and the useful energy they provide.

• Energy technologies, as commonly understood, are any technologies involved in obtaining, converting,
storing, distributing or using energy. The precise meaning of the phrase is not universally agreed upon,
and it is applied flexibly in different contexts. In this model we use a very specific definition. Energy
technologies in this model (also referred to as simply technologies henceforth) are defined to be precisely
those components of the model whose costs are specified and included in the total system cost calcula-
tion. We use this terminology because most model components’ costs are obtained via a technology cost
forecasting model.∗

While we note that the concept of primary energy is frequently used by energy agencies, companies, and mod-
ellers, it unfortunately obscures important information about conversion efficiencies and the energy wasted
in fuel consumption. In this paper we focus on final and useful energy instead.

1.3 Model components

The goal of the work here is to use data-driven technology forecasts to estimate total system costs associated
with various energy scenarios, so a critical bottleneck is the availability of historical cost (or price) data for
energy technologies, which is used to calibrate the forecast models. The technology cost forecasting methods
we use apply to single technologies (see S.I. 5), so to investigate the impact of these forecasts on total system
costs, we need some method for combining technologies together in a model system that is as close to the
real energy system as possible, and then exploring the evolution of this system through time. We construct a
model energy system that is able to draw on as much historical data as possible, and hence capture long-term
trends in technological progress as accurately as possible. At the same time, however, the model must be
sufficiently technically realistic, and represent as much of the modelled system as possible.

For crude oil, coal, natural gas, and coal electricity, consistent annual price data exists for around a cen-
tury. For nuclear, solar and wind electricity, costs are available for several decades, generally beginning in
years from the 1970s to the 90s. Cost data for other electricity generation technologies, batteries and elec-
trolyzers are typically only available for a few decades. For most other energy technologies only very limited
or irregular data exists, making it hard to construct satisfactory cost forecasts.

The key data around which the model is constructed are:

• Price of crude oil ($/bbl), natural gas ($/MMBtu) and coal ($/short ton) (long time series).

• Levelized cost of electricity (LCOE) ($/MWh) generated from coal, gas, nuclear, hydropower, biopower,
wind, solar photovoltaics (PV) (medium or short time series).

• Capital cost of: lithium-ion (Li-ion) batteries ($/kWh), Vanadium redox flow batteries ($/kWh) and
electrolyzers ($/kW) (medium or short time series).

Historical cost (or price) and production data for all these energy technologies exist, so their future costs may
be forecast based on relatively good historical data. This is not the case for other technologies. Our energy

∗While this definition coincides with the familiar understanding of energy technologies in most cases, there are a few idiosyn-
crasies. In this model, direct-use oil, coal and gas are all considered to be “energy technologies” in their own right, but P2X fuels are
not. This is because the costs of direct-use oil, coal and gas are included explicitly in the total system cost calculation, but P2X fuel
cost is only accounted for indirectly, as the sum of its constituents’ costs: electricity generation and installed electrolyzer capacity.
Thus in our terminology, P2X fuels are considered an energy carrier, but not an energy technology.
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system model is therefore designed to maximise the fraction of the real-world energy system that can be
accurately represented by some configuration of just these 13 technologies (plus power grid costs, which are
dealt with separately). Data and variable choices are discussed further in the rest of this section as well as S.I.
5 and S.I. 6. The components of our model energy system are:

• 3 end-use sectors of the economy: transport, industry and buildings.

• 1 intermediate sector: energy.

• 5 energy carriers: oil, coal, gas, electricity, P2X fuels.

• 10 energy inputs:

– 3 direct-use primary energy resources: crude oil, coal and gas.

– 7 electricity generation technologies: coal, gas, nuclear, hydropower, biopower, wind and solar.

• 3 storage and conversion technologies: daily-cycling batteries, multi-day storage, electrolyzers. Daily
batteries are used in both the intermediate and transport sectors.

• 1 energy distribution technology: electricity networks (i.e. the power grid).
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Figure S1: Energy system model components. Historical costs and production are known for all Technologies,
so their future costs may be modelled. Scenarios are constructed by specifying suitable quantities of all com-
ponents to meet sector requirements. The system cost is then estimated by summing up forecast costs of all
technologies in a given scenario. Indices i, j,k specify technologies, energy carriers, and sectors, respectively,
and are described in S.I. 2.3. The conversion factors ηkj represent the efficiency with which final energy is
converted to useful energy, for each carrier/sector pair, as described in S.I. 1.8.

The model system is shown in Figure S1. It covers as much of the present and potential future energy system
as possible using as few components (with sufficient historical data) as possible. End-use sectors and the
energy sector provide energy services to consumers, be they individuals, firms, or institutions. To do this they
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receive energy carriers from the energy sector, and use the energy contained therein to perform useful work.
In this model we refer to the energy content of energy carriers as “final energy” for all sectors, including
the energy sector.∗ Thus all sectors receive final energy and convert it to useful energy to provide energy
services. The energy sector takes energy inputs and converts them to energy carriers; in doing so it self-
consumes some energy carriers. Energy technologies provide all supply, storage, conversion and distribution
capabilities required to produce and manage energy carriers throughout the entire system. At present the
energy system has almost no P2X fuels or batteries, and very large quantities of fossil fuels, but this would be
reversed in the clean energy scenarios considered here.

An important feature of our system model is that we consider all electricity generators to be energy sources
in their own right. Many energy models include fossil fuel electricity generation within the energy sector, and
model the full production pathway from raw materials to electricity. In contrast, when electricity is used, we
do not consider processes prior to the electricity generation stage, in particular the production, transport,
and conversion of fossil fuels. This is because the costs of all these processes are ultimately captured in LCOE
values, so by focusing on just the electricity generation stage, our method allows us to use historical LCOE
data series to estimate future system costs, while also avoiding the need to specify large numbers of additional
parameters and detailed conversion processes.

Our system model is designed in such a way that all four sectors of the economy are treated identically in
the scenario modelling process. Each sector receives final energy, in the form of energy carriers, and uses it to
process various other (unspecified) inputs, and perform useful tasks. Energy carriers can be substituted for
one another, subject to basic engineering constraints, to model decarbonization pathways. Note that end-use
sectors receive all five energy carriers (P2X fuels are required because they can substitute for fossil fuels in
some end-use applications), but the energy sector only receives oil, coal, gas and electricity. This is because
the energy sector has no need for P2X fuels – the fossil fuel energy carriers are used to process other fossil
fuels for end-use consumption, and so any transition pathway that removes fossil fuels from end-use sectors
automatically removes the need for fossil fuels (or P2X fuel substitutes) in the energy sector too.

As well as receiving final energy used to do useful work, the energy sector also receives “energy inputs” –
crude oil, coal, gas, and seven types of electricity generation. These are simply considered as process inputs,
to which energy sector processes are applied to produce commercial-grade energy carriers, which are then
shipped throughout the economy. In this framework, as well as taking crude oil, coal, and gas, and producing
the corresponding energy carriers, the energy sector also takes electricity generation sources and produces
both final electricity (accounting for all line losses) and P2X fuels (P2X fuel production requires no additional
final energy inputs). As a result of these design choices, our system model accounts for all significant energy
transformation losses, while also providing a concise description of energy carriers and sectors, which can be
simply and systematically modelled.

We focus primarily on supply-side energy technologies in this work. There are many possibilities for inno-
vation, efficiency increases and improvements in demand-side technologies that could further lower the costs
of transition scenarios considered here9,10,11. We exclude such considerations on the grounds of simplicity
and communicability, since they are not required to demonstrate our main results.

Table S1 shows which electricity generation technologies are included in the model and which are omitted,
and the quantities of electricity they generated in 2020, in exajoules (EJ).

∗We use this definition primarily because it permits the most concise nomenclature when defining the model equations in S.I.
2.4. Whether one refers to energy carriers self-consumed by the energy sector as final energy or not is simply a labelling issue, and
has no bearing on the results.
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Electricity generation, EJ
Technology Included Excluded
Oil 2.7
Coal 35.7
Gas 22.9
Nuclear 10.0
Hydro 15.2
Biopower 2.55
Wind 5.75
Geothermal 0.34
Solar PV 3.0
CSP 0.047
Marine 0.004
Totals 95.1 3.091

96.9% 3.1%

Table S1: Electricity generation in 2020 (or 2019) by technology, as listed in the International Energy Agency’s
(IEA’s) 2021 World Energy Outlook (WEO)12, showing whether the technology is included or excluded from
our model. (Values from 2019 are used when the 2020 values show a substantial single-year decrease due to
the COVID-19 pandemic.) (Column sums may differ from totals due to rounding.)

Table S2 gives a detailed breakdown of which energy flows are included in the model, and which are
omitted, in exajoules. For convenience, Table S3 provides a copy of Table S2 in units of Mtoe, allowing for
direct comparison with the original data source (Table A.3 of the IEA’s WEO 201913). Individual components
in the table are discussed in the subsections below.

The energy system components included in the model currently account for around 97% of electricity
generation and 95% of CO2 emissions from the power sector; and 83% of all final energy supplied to end-use
sectors and 82% of the related CO2 emissions. However, several of the minor energy carriers not included
in the model are renewable technology energy carriers, namely: bioenergy, biofuels, tranditional biomass,
and “other renewables”. Note that these are energy carriers, so biopower is not included in this group (and is
indeed included in the model). In the long run, these carriers do not produce net CO2 emissions (depending
on how they are sourced), so are not in the same qualitative category as fossil fuel technologies, and can be
omitted without affecting model results or the main conclusions regarding decarbonisation. Petrochemical
feedstock can similarly be omitted from the model, as it does not produce combustion emissions (see S.I.
1.5.3). Hence, the most appropriate way to view the model is that it covers 90% of all the final energy
components that produce significant net CO2 emissions, as shown in Row block C of Table S2. In summary, the
model covers 90% of all current final energy, excluding the renewable energy carriers listed above and petrochemical
feedstock.
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End-use sectors Energy “Other” Totals
Transport, EJ Industry, EJ Buildings, EJ sector, EJ uses, EJ by carrier, EJ

Energy carrier Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl.

Included in model:
Direct-use oil 110.1 12.5 13.8 136.4
Direct-use coal 33.3 5.2 38.5
Direct-use gas 27.0 29.3 56.3
Electricity 1.3 33.6 42.3 15.5 92.8
Unspecified fossil fuels 47.5 47.5
Excluded due to small size:
Heat (used as energy carrier) 5.99 6.28 12.3
Bioenergy (excl. Trad. Biom.)* 8.92 4.9 13.8
Biofuels* 3.7 3.7
Other fuels 4.7 4.7
Other renewables* 0.04 2.0 2.0
Excluded as non-comparable:
Traditional biomass* 26.0 26.0
Excluded as unknown:
Unspecified 22.7 22.7
Excluded as non-energy:
Petrochem. feedstock (23.0) (23.0)
A. Entire system final
energy (excl. petrochem.
feedstock)

Column totals, EJ 111.4 8.4 106.4 15.0 90.7 39.2 63.0 0.0 0.0 22.7 371.5 85.2
Sector totals, EJ 120 121 130 63 23 457

Model coverage 93% 88% 70% 100% 0% 81%

B. End-use sector
final energy coverage

End-use modelled, EJ 309
End-use total, EJ 371

Model coverage 83%

C. System final energy excl.
renewable energy carriers (*)
(and petrochem. feedstock)

Column totals, EJ 111.4 4.7 106.4 5.99 90.7 6.28 63.0 0.0 0.0 22.7 371.5 39.7
Sector totals, EJ 116 112 97 63 23 411

Model coverage 96% 95% 94% 100% 0% 90%

* Renewable technology energy carrier

Table S2: Energy uses in 2018 by sector and carrier, as listed in Table A.3 of the IEA’s WEO 201913. Each
column for a given sector is split into two sub-columns, one showing the components that are included in our
model, the other showing those that are excluded. Row block A shows the coverage of all modelled final energy
components, relative to the entire energy system (excluding petrochemical feedstock). Row block B shows the
fraction of end-use sector final energy covered by the model. Row block C shows the coverage of all modelled
components, relative to the energy system excluding all minor energy carriers that are renewable technologies
already, shown by asterisks (and again excluding petrochemical feedstock). Petrochemical feedstock values are
in brackets as a reminder that they are excluded from all energy carrier totals. Row and column sums differ
from totals due to rounding. Note that this table only shows final energy flows; storage, transport, distribution
and conversion technologies are not listed here. See Table S3 for values in units of Mtoe.
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End-use sectors Energy “Other” Totals by
Transp., Mtoe Ind., Mtoe Build., Mtoe sector, Mtoe uses, Mtoe carrier, Mtoe

Energy carrier Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl. Incl. Excl.

Included in model:
Direct-use oil 2629 298 330 3257
Direct-use coal 795 125 920
Direct-use gas 646 700 1346
Electricity 32 803 1011 371 2217
Unspecified fossil fuels 1135 1135
Excluded due to small size:
Heat (used as energy carrier) 143 150 293
Bioenergy (excl. Trad. Biom.)* 213 117 330
Biofuels* 89 89
Other fuels 113 113
Other renewables* 1 48 49
Excluded as non-comparable:
Traditional biomass* 620 620
Excluded as unknown:
Unspecified 543 543
Excluded as non-energy:
Petrochem. feedstock (549) (549)
A. Entire system final
energy (excl. petrochem.
feedstock)

Column totals, EJ 2661 202 2542 357 2166 935 1506 0.0 0.0 543 8875 2037
Sector totals, EJ 2863 2898 3101 1506 543 10912

Model coverage 93% 88% 70% 100% 0% 81%

B. End-use sector
final energy coverage

End-use modelled, EJ 7369
End-use total, EJ 8862

Model coverage 83%

C. System final energy excl.
renewable energy carriers (*)
(and petrochem. feedstock)

Column totals, EJ 2661 113 2542 143 2166 150 1506 0.0 0.0 543 8875 949
Sector totals, EJ 2774 2685 2316 1506 543 9824

Model coverage 96% 95% 94% 100% 0% 90%

* Renewable technology energy carrier

Table S3: Table S2 in units of Mtoe, for convenience in comparing with the original data source. See Table S2
for details.

1.4 Final energy components included in the model

1.4.1 Oil, coal, gas and electricity

In line with our approach of only considering the largest energy flows, the only energy carriers in the current
energy system that we model are direct-use oil, coal and gas, plus electricity. Many other energy carriers are
used, but we exclude these from the model because of their relatively small impact on the system. Electricity
generation technologies included in the model are: coal, gas, nuclear, hydropower, biopower, wind and solar
PV. Note that direct-use coal and gas (i = 2,3 in Figure S1) are treated as different technologies from coal and
gas electricity generation (i = 4,5 in Figure S1). This distinction is required because their costs are accounted
for using different methods.

Electricity costs are quantified in terms of LCOEs, and observed LCOE data is used for model calibration.
The following factors are included in LCOE calculations for electricity generation:

• capacity factors

• capital costs in terms of materials, construction, installation, land, and decommissioning
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• operating costs including fuel costs, fixed and variable operations and maintenance costs

• financing costs for the asset’s lifetime

There is some variation in the precise detail of what is included in LCOE calculations found in the literature,
with some also including taxes and subsidies, grid connection, or transmission costs, but the differences are
usually small.

1.4.2 Energy requirements of the energy sector itself

The energy sector covers “the use of energy by transformation industries and the energy losses in converting
primary energy into a form that can be used in the final consuming sectors. It includes losses by gas works,
petroleum refineries, blast furnaces, coke ovens, coal and gas transformation and liquefaction. It also includes
energy used in coal mines, in oil and gas extraction and in electricity and heat production.”∗

This sector currently consumes around 63 EJ of energy per year. Of this, 47.5 EJ/yr, or about 10.4% of
all final energy, is direct-use fossil fuel consumption, required for extracting and processing other fossil fuels
for use in end-use sectors and the energy sector itself (e.g. converting crude oil to gasoline). Because end-use
fossil fuel consumption varies a lot across the scenarios we consider, the future evolution of the energy sector
– and the amount of energy it uses – will also differ between scenarios. We model this by assuming that energy
sector fossil fuel energy carrier consumption scales with the quantity of fossil fuels used in end-use sectors in
each scenario (both as direct-use fuels and as coal- and gas-fired electricity). In the Fast Transition scenario,
for example, since most fossil fuels are displaced from end-use sectors by 2040, this means that energy sector
fossil fuel consumption undergoes a corresponding decline. In the No Transition scenario though, end-use
fossil fuel consumption remains high, and therefore so does energy sector fossil fuel consumption.

Electricity consumption of the energy sector is currently 15.5 EJ/yr, and around half of this is energy lost
as heat from all the power lines worldwide†. In contrast to fossil fuel consumption, energy sector electricity
consumption will continue to grow in all scenarios – we include this in the model.

1.5 Final energy components excluded from the model

1.5.1 Heat (used as an energy carrier)

Here heat refers to energy traded commercially by transporting physical substances (usually gases or liquids)
at specific, desired temperatures (either hot or cold). Heat is produced from fuel combustion, nuclear reactors,
geothermal sources, sunlight and various industrial processes. It is often a by-product of other useful services,
such as power generation and industrial processes. For these reasons it cannot be straightforwardly included
here in the same modelling framework as the other system components. In any case, heat (used as an energy
carrier) is only 2.7% of final energy in the current energy system and so we omit it.

1.5.2 Traditional Biomass

Traditional biomass refers to fuelwood, charcoal, animal dung, and agricultural residues used for cooking and
heating. Globally it remains a substantial end-use energy flow, currently accounting for 20% of final energy
in the buildings sector (26 EJ of 130 EJ), i.e. 5.7% of total final energy (or around 5.8% of useful energy).
Figure 1(b) makes it clear that traditional biomass has grown only slightly over the last 140 years and has
declined over the last 20 years. Our model assumes that total useful energy supply will continue to rise at
2% per year, so that energy services double by 2055. If traditional biomass usage remains constant, it will
decline to become only 2.9% of all energy services by then. Replacing traditional biomass use by modern
energy services will depend on global societal changes that are beyond the scope of our modelling here, but
in any case, will only have a very minor impact on future system costs, and so we omit it.

1.5.3 Petrochemical feedstock

Petrochemical feedstock refers to the 23 EJ of fossil fuels currently used as raw material each year to produce
plastics and other industrial chemicals and products (e.g. lubricants). We exclude this from our model on
the basis that the fossil fuels used for petrochemical feedstock are not acting as energy carriers in the usual

∗This is an extract from the Definitions section in Annex C of the IEA’s WEO 201913

†See https://www.iea.org/data-and-statistics/data-tables?country=WORLD&energy=Balances&year=2018, accessed 20 July
2021
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sense. It is not known whether fossil fuels will continue to act as feedstock for such products in future, or
whether replacement materials will be used. This issue is beyond the scope here. Note that the energy used
for processing the feedstock in industrial applications is included in the industry sector of the model. If either
petrochemicals or substitute non-petrochemicals are used, and their processing requires roughly equivalent
amounts of energy, then the overall energy requirements will be the same across scenarios and do not need to
be included here.

1.5.4 Bioenergy, solar thermal energy, marine energy and geothermal energy

We omit direct-use bioenergy (biomass, biofuels, biogases) because any significant contribution at a planetary
scale is likely to have high environmental costs in terms of land use change, availability of water resources, as
well as potential impacts on the costs of food14. We omit solar thermal energy and marine energy because of
their high current costs and lack of progress historically. We omit geothermal energy because it is (currently)
very location dependent. Solar thermal, marine and geothermal all have very low installed capacity levels and
low recent growth rates, so that adoption at planetary scale on a timescale relevant for seriously contributing
to emissions reduction appears unlikely. They may well improve and play valuable roles several decades from
now, but more information would be needed to determine whether their costs are likely to drop sufficiently.
Taken together, these only amount to about 4.0% of final energy, so their effect is relatively small.

1.6 Other energy system components

Sections 1.4 and 1.5 above refer to final energy components of the energy system, i.e. they cover the delivery
of energy carriers for consumption by sectors. This section refers to the facilitating technologies required to
allow the final energy flows to exist, i.e. transport, storage and distribution technologies (batteries, electrolyz-
ers, P2X fuels, the power grid, fuel delivery networks, gas stations, electric vehicles, EV charging stations, and
heat pumps). We also include in this section an explanation for why carbon capture and storage is not em-
ployed in this modelling framework despite its extensive use in many energy-economy models.

1.6.1 CCS

Carbon capture and storage (CCS) is a well established technology that has been operating commercially
around the world for many decades15, since the successful introduction of CCS for enhanced oil recovery
(EOR) in 197216. There are several methods of EOR, one of which is CO2 EOR, where emissions from nearby
industry or power generators are captured and pumped in to an existing oil reservoir to aid the extraction
of more oil. CCS costs are generally not well known, as this is sensitive commercial information for fossil
fuel companies, which are the primary organizations active in the space at any scale. Where cost information
has been made available, there is so far no evidence that costs have fallen17,18, despite decades of investment
in R&D programs, in both the public and private sectors19. There is also no evidence to suggests costs will
likely fall in the future to levels allowing CCS to contribute seriously to emissions mitigation (without a high
carbon price).

We omit CCS technologies from our model for three key reasons. First, their cost histories are not well
known, so their wide commercial viability (i.e. beyond EOR) is unclear. Second, their production scale has
always been relatively small. Third and most importantly, as described in more detail below, we are able to
make simple worst-case assumptions that bound the impact of CCS costs on our results, so modelling them
explicitly is unnecessary.

There are three potential major uses of CCS in the energy sector (recall that the scope of this model is
the energy system only, so non-energy direct emissions are omitted). The first is CCS applied to fossil fuel
power generation. The cost of this type of generation is bounded below by the cost of unabated generation,
so modelling just the cost of unabated generation, as we do in this work, gives a lower bound on the cost
of any system that includes unabated power generation plus CCS. This is useful in this study because in the
results section (S.I. 7) we find that it is economically favourable to substitute even unabated fossil fuel power
generation for renewables. Hence, the lower bound implies that retaining fossil fuel power generation and
adding CCS would be an even more expensive scenario, compared to simply replacing it with renewables (as
occurs in the Fast and Slow Transition scenarios).

The second major potential use of CCS is in capturing emissions from fossil fuels used in some hard-
to-electrify applications in industry, in particular high temperature heat. Our transition scenarios assume
that these fossil fuels are replaced by P2X fuels. This assumption results in an upper bound on the cost of
eliminating emissions from industry in each scenario. It is possible that CCS solutions may be found that
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offer a cheaper route to full decarbonisation of this sector than using P2X fuels, in which case clean energy
transition scenarios could be even cheaper than the cost estimates given in this work.

The final major potential use of CCS is bioenergy with CCS (BECCS), which involves using bioenergy
combustion for electricity generation, then capturing and storing the emissions. This results in negative
emissions. In contrast to CCS used with fossil fuels, BECCS may be required in future given the uncertainties
around residual non-energy emissions in sectors such as industry and agriculture (e.g. cement production or
fertiliser use), or to lower greenhouse gas (GHG) in the atmosphere below the levels that we will arrive at once
net-zero is achieved. With an estimated levelized cost of around 220 $/MWh and a sequestration capacity of
around 1.3 tonnes of CO2 per MWh20, BECCS could in future provide a competitive option for GHG removal.
However, assessing such negative emissions strategies is beyond the scope of this research as it would require
an emissions model for the entire global economy to assess comparative cost-effectiveness; an understanding
of how the increased demand for bioenergy fuels might increase the cost of BECCS21; and an ability to cost
the potentially adverse impacts of bioenergy fuels on the environment and food availability14.

1.6.2 Electricity technologies and networks

Electrification of energy is considered one of the three pillars of deep decarbonisation strategies, along with
fuel switching and efficiency measures22. Even without the imperative to decarbonise, electricity is likely to
become the world’s dominant energy carrier at some point in the future, due to its favourable physical char-
acteristics (versatility, controllability, cleanliness, lack of emissions or smell at point of use etc.). Although
almost one billion people still lack access to reliable grid power23, most countries have seen electricity con-
sumption increase faster than primary energy demand since the turn of the century. The IEA estimates that
between 1973 and 2017 primary energy consumption grew on average 1.9% per year while electricity gener-
ation grew at 3.3% per year24.

Several electricity conversion, storage and generation technologies are included in our model: electrolyz-
ers (S.I. 3.3, S.I. 6.13), two types of utility-scale grid battery (S.I. 3.1, S.I. 3.2, S.I. 6.12), and seven different
types of generator. Suitable cost and production data exists for all these technologies, so we are able to make
probabilistic cost forecasts and use these in our analysis.

The key facilitating technology on which all these components rely is the power grid. By “power grid”
(or electricity networks) we mean transmission lines, distribution lines, substations, control systems, and any
associated infrastructure, but not generators (or the fuels they require). We include power grid costs in the
model. However, we use a slightly different method than for other technologies, because power grid costs and
installations are harder to quantify, and suitable historical data is not available.

To keep the model as simple and as closely tied to available data as possible, we model the power grid
in two steps, based on its two main functional characteristics. We call the first part power grid flexibility,
meaning the ability of networks to manage and integrate intermittency and large fluctuations of variable
renewable energy (VRE) sources. We include all flexibility related costs in the model by explicitly including
appropriate quantities of grid batteries and electrolyzers to match solar and wind deployments. This allows
us to make use of the detailed cost histories of these technologies.

The second power grid characteristic we model is its size, meaning its ability to handle a given amount of
electricity generation (regardless of intermittency and variability considerations). To model this we assume
that current annual investments in electricity networks scale in proportion to the amount of electricity gen-
erated in any given scenario, so that more net generation leads to larger annual investments. We also assume
that the investment costs per unit of electricity generation remain constant into the future.

Using these two methods, we include in the model all costs associated with the very different electricity
networks required across the different scenarios considered. For more details see S.I. 3.7.

1.6.3 P2X fuels

P2X fuels here refer to several fuels, including hydrogen, ammonia, methane, and methanol, among oth-
ers25. We assume that the starting point for all P2X fuels is electrolytic hydrogen from zero carbon electricity
(“green hydrogen”). Currently almost all hydrogen is produced from fossil fuels, mostly from steam methane
reforming (SMR), but also from coal gasification26. Hydrogen produced from fossil fuels with unconstrained
GHG emissions is known as “grey hydrogen” and accounts for almost all hydrogen currently produced. Fossil
fuel hydrogen with CCS is known as “blue hydrogen”, though this is rarely produced due to the extra costs
incurred by CCS.
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We do not include grey or blue hydrogen in our model for several reasons. First, grey hydrogen has
very high GHG emissions so is not sustainable in the long term. Second, blue hydrogen is dependent on
CCS technologies, which as discussed earlier are expensive, have no history of cost declines or significant
technological progress, and are unproven at scale. Third, the feedstock for both grey and blue hydrogen are
fossil fuels, whose prices have been approximately constant for around a century (see S.I. 6), so even if blue
hydrogen is brought to scale, it is unlikely that there will be significant reductions in this major component
of the cost. Finally, both steam reforming and gasification are mature technologies, so there is little reason to
expect any significant reduction in their capital cost components either.

We do not attempt to model the final mix of P2X fuels as this does not dramatically affect the resulting
costs. We only model power-to-hydrogen, which represents a majority of the cost for all common P2X fuels.
For example, producing ammonia via hydrogen currently costs about 15-25% more than the cost of producing
hydrogen alone26, while the premium for synthetic methane is around 30%25. Importantly though, these
production premiums are offset by lower transport and storage costs, so total costs are roughly equivalent.
The largest cost components by far are the electricity and the electrolyzer technology, which we model. We
discuss these issues in more detail in S.I. 3.

1.6.4 Fuels infrastructure

Infrastructure costs vary for different P2X fuels, just as they do for fossil fuels, and it is assumed that different
kinds of fuels will be available for different applications (i.e. a range of gases and liquids, stored at various
temperatures and pressures etc.).

Hydrogen infrastructure currently costs around 2-3 times as much as oil and gas infrastructure per unit of
energy (see S.I. 3). This is partly because hydrogen gas has very low energy density (around 1/3 that of natural
gas), so more compression is required during transmission and storage. But it is also partly due to the fact
that current networks are small and have not realized economies of scale. There are currently roughly 5,000
km of hydrogen pipelines around the world vs. 3 million km of natural gas transmission pipelines26. Recent
trials and commercial projects have demonstrated that much natural gas infrastructure can be repurposed
for hydrogen delivery, and costs are expected to fall with scale27,28. Infrastructure costs are generally not
believed to be a significant impediment to deployment (it is the cost of the hydrogen itself that has so far
prevented more widespread use, currently around 3-4 times the cost of natural gas).

Due to its higher density, ammonia is generally cheaper and more convenient to store and distribute than
hydrogen26. There is already a global scale ammonia production and distribution industry, mostly related
to fertiliser production, consisting of pipelines and ships similar to those used in the fossil fuel industry
(chemical tankers and liquid petroleum gas tankers), and there are currently over 7000 km of ammonia
pipelines.

Due to a lack of historical time series data on infrastructure costs for pipelines and storage, future in-
frastructure costs are difficult to estimate. We thus make the pessimistic assumption that there will be no
cost improvements, i.e. that future infrastructure costs for hydrogen and ammonia per unit of useful energy
delivered will be equal to current costs. In the Fast Transition scenario the size of the required P2X industry,
in terms of annual energy supplied, is around 1/3 - 1/2 the size of the combined oil and gas industries in
alternative scenarios (depending on the year). This is because most of the energy system is electrified, so
fuel requirements are much lower. The remaining fuel-based energy distribution and storage network in this
scenario is consolidated in hubs around industrial uses, shipping and aviation. This results in a down-scaling
of the network by a factor of 2-3. Thus the unit cost difference cancels out: total infrastructure costs for P2X
will be less than or equal to total infrastructure costs for fossil fuels. Hence total P2X infrastructure costs
in the Fast Transition scenario will likely be lower than those required to maintain, upgrade and expand the
fossil fuel infrastructure in any other scenario. We pessimistically assume no cost decreases as the P2X energy
distribution and storage network grows to scale. We discuss these issues in more detail in S.I. 3.

To put this in perspective, a kilometer of oil pipeline costs roughly a million dollars, so the entire global
pipeline system is worth about 3 trillion dollars. Even if we had to rebuild a global ammonia pipeline system
from scratch, it would cost about 3 trillion dollars, which is a large number but is still smaller than the 12
trillion of expected savings that we estimate for the Fast Transition scenario. More realistically, depreciation
rates for oil pipelines vary from roughly 3% to 14%, so the entire fossil fuel pipeline system would effectively
be replaced over a timescale ranging from 7 to 30 years. Therefore the sunk costs are likely to be small. In any
case, we expect that for a fast transition a substantial fraction of pipelines will be retrofitted for ammonia,
hydrogen, or other P2X fuels.
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1.6.5 Electrification of transport

Our model is primarily focused on the supply-side, i.e. on energy technologies such as electricity generators,
batteries, fossil fuels, and P2X fuels. For hard-to-electrify sectors, such as heavy-duty transport and high-
temperature heat in industrial processes, scenarios are constructed to ensure that in any high renewables
scenario, sufficient quantities of P2X fuel are available to avoid significant disruption to demand-side opera-
tions. However, the one really significant demand-side technology change that will be required for any high
renewables scenario is the widespread adoption of light-duty EVs.

To model the transition from internal combustion engine vehicles to electric vehicles in the light-duty
vehicle market segment, we simply neglect the costs of capital stock replacement. This is because i) EVs are
much simpler and have far fewer moving parts than ICEVs, and so are likely to be cheaper in most market
segments by the mid-2020s29, and ii) the entire stock of light-duty vehicles naturally turns over within a few
decades in all scenarios. Thus, by excluding this component from the model, our net system cost estimates
provide worst-case cost estimates associated with transitioning away from a No Transition scenario: in the
worst case it would cost as much to replace ICEVs with EVs as it would to replace them with ICEVs, and the
cost of stock replacement would be equivalent across all scenarios. The Fast and Slow Transition scenario cost
estimates are therefore overestimates, relative to No Transition, since the likely capital savings from EV capital
costs are omitted. This simplification allows us to focus on modelling the cost of providing the energy, i.e. the
cost of gasoline vs. electricity, which is the factor that dominates the cost differential between scenarios.

Regarding EV charging infrastructure, there are two components to consider: grid reinforcements to ac-
commodate higher levels of power and net energy transfer; and charging stations. The cost of grid upgrades
in our model are already accounted for in our electricity infrastructure assumptions (S.I. 3.7), with higher
electrification scenarios having correspondingly higher grid investments. Then, regarding charging stations,
since the electric grid is already ubiquitous in the vast majority of locations where EVs would be used, and
EVs can, if required, be plugged in to standard low power outlets, charging station costs can in theory be
very low. Indeed, most EV charging currently takes place either at home or at work30. However, some users
will need faster charging solutions that require specialised infrastructure. We do not account for these poten-
tial extra costs, though we note that they have been falling rapidly and are expected to continue to do so31.
Furthermore, it is important to remember that fuelling infrastructure for fossil fuels is costly to build and
maintain, and has relatively short lifetimes and substantial turnover, e.g. a typical depreciation time for a gas
station is 15 years32, so new rapid-charging electrical infrastructure can be built on the timescale required as
old infrastructure is retired, with a likely net saving.

1.6.6 Other demand-side capital costs

Most demand-side components of the energy system will need to be replaced by 2050 in all scenarios. For
example, virtually all heating and cooling systems and end-use appliances will need to be replaced between
now and 2050 in all scenarios. (Only a small fraction of ships and planes will have lifetimes over 30 years,
and we account for hard-to-electrify applications such as these by providing sufficient quantities of fuel, ei-
ther fossil-based or P2X depending on the scenario.) There are no significant differences in investment costs
between appliances that run on different energy carriers, and so for simplicity we omit all such capital stock
replacement costs from the model entirely. The one notable exception to end-use technologies with lifetimes
longer than 30 years are buildings. However, we do not assume any energy efficiency improvements, such as
improved insulation – we only assume that fossil fuel based heating systems are replaced by electricity. In
our spirit of making conservative estimates, we assume that this is resistance-based heating, which is highly
inefficient but can be done with very cheap infrastructure (i.e. we assume that in the buildings sector electric-
ity is converted to useful energy with a conversion efficiency of 1, see S.I. 1.8). A typical replacement time for
a gas heater is around 10 years, making it possible to replace all heating systems within the timescale of the
Fast Transition at no net cost. This is a conservative estimate – installation of better heating solutions such
as heat pumps are likely to substantially improve the efficiency and lower the overall cost of the transition
relative to what we have estimated here.

1.7 Units and justification for the use of LCOE

In order to keep our model as simple as possible, we deal almost entirely in terms of what is sometimes
loosely called “energy” (i.e. annual electricity generation, annual fuel supply, or installed energy storage
capacity), as opposed to what is loosely called “power” (i.e. installed capacities of electricity generators, or
charge/discharge rates of installed energy storage technologies). For electricity generation technologies, we
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use energy generated (MWh) and LCOEs ($/MWh), as opposed to installed capacities (kW) and capacity costs
($/kW). Most energy system models describe electricity supply in terms of installed generation capacities,
then have to model utilisation rates in order to convert power to energy; our method avoids this. Direct-use
fossil fuels are usually modelled in terms of energy content (i.e. MJ or MTOE or MMBtu); we also use this
method, and hence most technologies in our model are described in terms of energy and cost per unit energy
(see Table S5).

The technologies included in our model are usually described in units specific to each technology, which
are not common across technologies (for example, see Table S24). To make all quantities and costs comparable
in computations, we have converted almost all production data to units of exajoules (EJ), and cost data to units
of dollars per gigajoule ($/GJ; 1 $/GJ = 1 billion$/EJ). The only exceptions to this energy-only perspective
are electrolyzers, which are described in terms of installed capacity (these are usually described in terms of
kW and $/kW but we convert them to EJ hr−1 and $/GJ hr−1), and electricity network investments, which are
given in dollars per year.

There is no single natural metric for measuring “the cost” of any energy technology (or even any technol-
ogy in general). This is because each technology has many different properties that together determine how it
is used as part of a wider, evolving technology system33. In this work we use LCOE as the cost metric for all
electricity generation technologies, as it provides a good all-in approximation of the cost of providing each
unit of energy.

LCOEs are determined by a calculation involving several key technology parameters, including capital
costs, fuel costs, operation and maintenance costs, capacity factors, project lifetime, interest rates etc34. While
many energy system models calculate LCOEs by forecasting each of these factors separately, it makes more
sense in our model to just forecast LCOEs directly based on observed data. This is because, first, our cost fore-
casting method is calibrated using observed historical data, and the longer the data series used for calibration
the better (typically the forecast uncertainty decreases as more data is used for calibration). Attempting to
collect and use data on each input factor separately will in practice limit the length of the historical record
available for making forecasts, and hence result in unrealistically wide forecast error bars. Second, and more
importantly, the statistical validity of probabilistic forecasts produced by aggregating forecasts of technology
sub-components in this way has not been tested, and hence such forecasts do not necessarily have the same
statistical properties as the corresponding single series forecasts do. Technology sub-components are likely
to be highly correlated if, for example, each sub-component’s progress depends on a universal background
factor, such as the annual level of technology-specific R&D expenditures. Although this has not been tested
rigorously, it would be expected that failing to account for such correlations, and instead naively aggregating
forecasts of correlated sub-components in this way would result in higher forecast uncertainty than obtained
using the single series method, and that this would simply be an artifact of the aggregation procedure, rather
than a reflection of any “true” technological uncertainty.∗

Now, since observed LCOE data is used to calibrate our forecasting model and generate LCOE forecasts,
this means that the historical variation in each separate cost component of LCOE is implicitly fed forward in
to the forecasts, and is reflected in the width of the forecast error at the LCOE level. For example, PV module
efficiencies have risen from around 12.7% in 2002 to 19.5% in 202035,36, and this improvement is captured in
our forecasts. Similarly, PV capacity factors have gradually increased, interest rates decreased, and lifetimes
increased. While we can not tease out from our LCOE forecasts the exact contribution of each component,
it is not necessary to do this in this study, it is enough to understand that the forecasts encompass the full
range of uncertainty implied by the observed historical data, and reflect the expected combined changes in
all LCOE components.

One particular concern, however, relates to the possibility of average capacity factors decreasing as the en-
ergy transition proceeds. As solar and wind deployment increase, it is possible that significant load-shedding
may occur if more renewable capacity is installed than is instantaneously required and there is nowhere for
the electricity to go. If this became routine practice worldwide, then capacity factors may fall, which would
– if all other LCOE input variables remained static – lead to a rise in average LCOEs. While this may initially

∗Note that this criticism could be made at the system level for our probabilistic system cost forecasts – how sure are we that
separate energy technology forecasts can be combined to generate a reliable total system cost forecast? While we admit that aggre-
gating forecasts in this way has not been “tested”, first, there appears to be no better existing method to generate such system level
probabilistic forecasts. Second, we do not claim that our probabilistic system cost forecasts themselves are empirically validated, just
that the single technology forecasts on which they are based are. Finally, the technologies included in our model are generally very
distinct in character (this is one reason why we do not include onshore and offshore wind as separate technologies, for example), and
hence are far less likely to be as closely correlated as sub-components of any specific technology, so the resulting forecast errors are
not expected to simply be an artifact of the aggregation process.
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appear problematic for our method, it is not. The primary reason why it is not a problem is that in our model,
high VRE penetration is always accompanied by high levels of storage and transmission capacity, which are
expected to absorb most of the over-generation, most of the time. Indeed, the model is designed around this
behaviour. Since in the Fast Transition scenario annual electricity generation reaches around 140% of annual
final electricity demand, the system will need to be configured around this requirement. Detailed power sys-
tem planning is well beyond the scope of this study, highlighting the complementary nature of our approach
with both more detailed integrated assessment models, and high resolution, system-coupled, power system
analysis models (e.g. Brown et al. 37). In addition, policy tools are available for addressing the question of the
falling market value of solar and wind electricity with increasing penetration38.

Another reason why the possibility of LCOEs increasing is not a problem in our model (whether due to
decreasing capacity factors or any other reason) is that our cost forecast probability distributions are log-
normal, and therefore already include a long tail of potentially high costs. That is to say, for any given
technology the forecast inherently includes a non-zero probability that costs will rise. The forecast models are
calibrated on historical data, which inevitably contains some year-to-year cost increases, and so the forecasts
automatically reflect the fact that such increases may occur again in future, for a variety of reasons. For PV, for
example, module costs increased for several consecutive years in the mid-2000s, leading to LCOE increases.
So although PV has not witnessed a sustained decrease in capacity factors historically, it has seen sustained
module cost increases. Hence our PV LCOE forecasts do account for the possibility that any of the LCOE input
variables may reverse progress, leading to LCOE increases in future. Although this reasoning is sound, it
could be claimed that perhaps it does not account for the kind of changes in LCOE input variables that might
result from a structural shift in the energy system, as embodied in the Fast Transition scenario. To counter
this, first note that even if capacity factors decreased, LCOEs may well continue to decrease if sufficient
progress is maintained in other key parameters, such as system costs, module efficiency and lifetimes (all of
which appear likely). Second, the forecasting model has been tested on data for over fifty technologies from
over many different decades, so many of these are likely to have experienced such structural shifts, of one
sort or another, in their particular domain, and so there is no reason to believe the forecasts are not robust to
this eventuality.

To address what is essentially the same issue, but from a slightly different perspective, one feature of the
LCOE metric is that it does not account for electricity system integration costs (i.e. the value of dispatchabil-
ity, inertia, frequency response etc. to the wider system). This is to be expected, as no single cost metric can
account for all costs and benefits associated with using a technology as part of a wider system – there will
always be many external factors affecting costs, and these will always depend on how the system developed
historically (i.e. the extent to which existing infrastructure has created technology lock-in). Electricity system
costs are sometimes quantified in terms of an extra component added to the LCOE of each generation tech-
nology (e.g. VALCOE, the value-adjusted levelised cost of electricity, see IEA 12). However, calculating this
component requires very detailed modelling (e.g. OECD & NEA 39), which necessarily involves many more
technical assumptions and layers of complexity. Instead, as described above and in S.I. 3, we have ensured
that all system costs are accounted for by including (overly) generous quantities of storage capacity, dispatch-
able generation and grid expansion, and adding their costs separately to the total system cost calculation.

It would of course be possible to build a model using a technology cost metric other than LCOE, such
as investment costs, but this would require many more assumptions of other technology parameters such
as capacity factor, as discussed above. For a discussion of the choices of variable available when applying
Wright’s law in the context of energy technologies, see Trancik et al. 40 .

1.8 End-use conversion efficiencies

Sectors of the economy convert final energy into useful energy to provide energy services. Each energy carrier
has an average final-to-useful energy conversion efficiency in each sector, based on the types of processes for
which it is used; we denote this by ηsector

carrier. We assume that this average value is broadly representative of the
carrier’s conversion efficiency in all applications throughout the sector (for example we assume that most of
the final energy in gas, when used by industry, is converted to useful energy with an efficiency of roughly

η
industry
gas ). Evidence for this assumption, and the specific values we use, are given in De Stercke 41 . It is beyond

the scope here to predict how these efficiencies may change in the future, so we assume that they are constant
and remain fixed for the duration of model time. Sector-specific carrier conversion efficiencies used in the
model are shown in Table S4. Also shown are recent final energy values and the useful energy values implied
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by the conversion efficiencies.∗ †

Sector Carrier Final→ Useful 2018 final 2018 final 2018 useful
efficiency, ηsector

carrier energy, Mtoe energy, EJ energy, EJ

Transport Oil 0.25 2629 110.1 27.5
Electricity 0.8 32 1.34 1.07
P2X fuels 0.5 - 2.95 ×10−4 1.48 ×10−4

All 2661 111.4 28.6
Industry Oil 0.6 298 12.5 7.5

Coal 0.6 795 33.3 20.0
Gas 0.6 646 27.0 16.2

Electricity 0.8 803 33.6 26.9
P2X fuels 0.6 - 2.95 ×10−4 1.77 ×10−4

All 2542 106.4 70.6
Buildings Oil 0.7 330 13.8 9.7

Coal 0.6 125 5.23 3.14
Gas 0.6 700 29.3 17.6

Electricity 1.0 1011 42.3 42.3
P2X fuels 0.6 - 2.95 ×10−4 1.77 ×10−4

All 2166 90.6 72.7
Energy Oil 0.6 331 13.9 8.3

Coal 0.6 410 17.1 10.3
Gas 0.6 394 16.5 9.9

Electricity 1.0 371 15.5 15.5
All 1506 63.0 44

Table S4: Carrier and sector specific conversion efficiency assumptions. ηsector
carrier is the final to useful energy

conversion efficiency of the given carrier in the given sector. These values are based on the data and analysis
presented in De Stercke (2014). Final energy data for 2018 is shown (from the World Energy Outlook13),
along with the useful energy values implied by the assumed conversion efficiencies.

Providing energy services by using energy carriers with higher conversion efficiencies can be one of the
easiest ways to reduce final energy consumption. For example, to provide a given level of transport service,
a transport sector that uses oil as its main energy carrier (i.e. composed of mostly ICEVs) requires approxi-
mately three times as much final energy as a transport sector that uses electricity as its main energy carrier
(i.e. composed of mostly EVs). Thus moving to a fleet of EVs drastically reduces the transport sector’s final
energy requirements for a fixed service level. This carrier substitution principle holds in each sector, with
greater electrification leading to lower energy wastage.

Of particular note is the conversion efficiency value of 1 chosen for the use of electricity in buildings.
This was based on historical data, and represents the case where any electricity-based heating services are
provided with resistance heaters only (since these have efficiency 1). However, this may change considerably
in a future where heating is mostly provided by heat pumps. These devices use ambient energy drawn from
the environment, and have a coefficient of performance (COP) (i.e. conversion efficiency) in the range 2-
5, depending on conditions42. If heat pumps become widespread, as appears likely, the average conversion
efficiency of electricity in buildings could conceivably rise to ηbuildings

electricity ≈ 2 or higher, which would significantly
reduce the quantity of final energy required by the sector. Thus our value of 1 here is conservative.

∗Regarding the energy sector, note that the sector total (1506 Mtoe) and the electricity component (371 Mtoe) are found in WEO
2019 (see Table S3). For oil, coal, and gas though, the final energy values are calculated by splitting the remaining 1135 Mtoe between
these three carriers in proportion to their energy sector consumption as shown in the 2018 IEA energy balance table available online
at https://www.iea.org/data-and-statistics/data-tables?country=WORLD&energy=Balances&year=2018, accessed 20 July 2021.

†While most of these final energy values are easily obtained from the IEA’s World Energy Outlook, this is not the case for P2X
fuels, so we estimate these values separately. Our model only considers P2X fuels produced from electrolysis, and most P2X fuels
are currently not produced this way, so we must take care not to overestimate these values. Approximately 80 MW of hydrogen
electrolyzers (of the appropriate type) currently exist. Assuming a utilisation rate of 50% and conversion efficiency of 70% yields a
current annual quantity of P2X fuels of 8.86 ×10−4 EJ/yr. For simplicity we suppose that this is split equally among the three end-use
sectors, giving values of 2.95 ×10−4 EJ. These quantities are so tiny that the specific values used are unimportant, all that matters is
that the orders of magnitude are approximately correct. See S.I. 6.13 for further details.
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1.9 Estimating total system costs

As established in Table S2, currently about 81% of final energy in the energy system is covered by direct-use
oil, coal and gas, plus electricity. Therefore, by forecasting the costs of just these four energy carriers, plus
P2X fuels as a potential substitute for fossil fuels, we can obtain a first-order approximation of the future
total system cost. To form a more accurate estimate there are two extra types of cost that we must consider.

First, there is the remaining 19% of final energy not covered explicitly by model components. Second,
there are the many additional technologies required to facilitate the transport, distribution, storage and use
of these energy carriers. Our model covers almost all of these extra energy system components, either by
including extra technologies in the model (e.g. batteries, electrolyzers, electricity networks), or by making
simple worst-case assumptions regarding the costs of omitted components, and how they will vary in any
transition away from the current fossil-fuel-based system. This means that as well as forecasting total costs of
different scenarios in our model system, in absolute terms, we also forecast relative costs of different scenarios,
which apply to both our model system and the full, real-world system.

Consider the 19% of final energy not covered explicitly by model components. Within this block are
bioenergy, biofuels, other renewables, and traditional biomass. As shown in Table S2, these sum to 45.5 EJ
of final energy, which is just under 10% of final energy. These minor energy carriers are all “renewable”
technologies already (perhaps to varying extents depending on how they are sourced). If we assume that
their costs and production will evolve independently of the major energy carriers included in the model, and
independently of which scenario is implemented, then they will contribute the same costs to all scenarios.
Our relative scenario cost estimates will then be valid whether or not they are included. The model therefore
covers 90% of global final energy, excluding these renewable energy carriers (and petrochemical feedstock).
The remaining omitted components are heat (used as an energy carrier), a category called “other fuels”, and
another category called “unspecified”, that together constitute the last 10% of final energy. The latter two are
not specified in detail in the IEA data tables used to construct the model, so we are unable to include them.

Next consider additional energy infrastructure technologies. These were presented in detail in the discus-
sion of the various energy system components above (S.I. 1.6), but the largest components are summarised as
follows:

• Transport, distribution and storage of electricity. Large quantities of utility-scale grid batteries, electrolyz-
ers, and P2X fuels are included in the Fast and Slow Transition scenarios to integrate VRE sources; these
costs are included explicitly in the scenario NPC forecasts. The costs of increasing power grid capacity
to handle more electricity generation are also included explicitly in the model, see S.I. 1.6.2 for further
details.

• Transport, distribution and storage of fuels. These facilities can be provided in Fast and Slow Transitions at
no extra cost relative to No Transition because although unit costs may be slightly higher for P2X fuels
than for fossil fuels, a corresponding down-scaling of the fuels sector occurs, as the economy undergoes
large-scale electrification. Therefore, despite not being modelled explicitly, these costs are implicitly
included in the scenario relative NPC forecasts. See S.I. 1.6.4.

• Electric vehicles. These can be provided in Fast and Slow Transitions at reduced cost relative to vehicle
expenditures in No Transition, because EV capital costs will be lower than ICEV capital costs. Thus,
although we do not model vehicle capital stock explicitly (and hence omit the likely EV savings entirely),
these costs are implicitly included in the scenario relative NPC forecasts. See S.I. 1.6.5.

As a result of these assumptions, we are able to forecast relative system costs in different scenarios by simply
summing up the costs of the 14 technologies shown in Figure S1, in each scenario. These are summarised in
Table S5.
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Energy system component Cost included
Oil (direct use) Cost per unit energy

Coal (direct use) Cost per unit energy
Gas (direct use) Cost per unit energy
Coal electricity LCOE
Gas electricity LCOE

Nuclear electricity LCOE
Hydroelectricity LCOE

Biopower electricity LCOE
Wind electricity LCOE

Solar PV electricity LCOE
Daily batteries Annuitized capital cost

Multi-day storage Annuitized capital cost
Electrolyzers Annuitized capital cost

Electricity networks Annual investment cost

Table S5: The 14 technologies included in our model, the costs of which are used to form scenario cost
estimates relative to No Transition. (All levelized and annuitized costs remain fixed for the duration of each
technology’s lifespan, initialised at its year of installation – see S.I. 3.8 and S.I. 5.3.2.)

Table S6 summarises all energy system components that are modelled in our total cost estimates, and
those that are not.
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Energy system Represent Represent Notes
component explicitly implicitly

in model? in model?
Fossil fuel production,
conversion and use (S.I.
1.4, S.I. 1.4.2, S.I. 6.2-
6.6)

Yes Direct-use fossil fuels are included in the model, in all
sectors. This includes the energy sector itself, which ac-
counts for conversions to high quality end-use fuels (e.g.
from crude oil to gasoline). Power generation fossil fuels
are included via the quantity of electricity they generate,
and their respective LCOEs

Petrochemical feedstock
(S.I. 1.5.3)

No No We exclude this as it does not provide energy services.

Electricity generators
(S.I. 1.4, S.I. 1.5, S.I.
1.6.1, S.I. 6.5-6.11)

Yes All major technologies are included. CCS, marine, tidal,
and geothermal electricity are excluded as they have low
installed capacity, low recent growth rates, and do not
have promising cost trends.

Electricity storage (S.I.
1.6.2, S.I. 6.12)

Yes Daily grid batteries, multi-day grid batteries and P2X fu-
els for power grid backup are included.

P2X production (S.I.
1.6.3, S.I. 6.13)

Yes The cost of hydrogen production is included in the model
via electrolyzer system costs and electricity costs. Other
P2X fuels may be produced as well, but any additional
costs are not included, though these are relatively small
and would likely be offset by lower storage and trans-
portation costs.

Electricity transmission
and distribution net-
work (S.I. 1.6.2)

Yes Power grid flexibility costs are included via the inclusion
of numerous storage technologies. Power grid capacity
expansion requirements are included via annual network
investments that scale with electricity generation in each
scenario.

Non-storage ancillary
grid services *

No No The costs of ancillary services beyond storage are likely
to be very small in the Fast Transition, due to digitisation,
demand management and improved control systems re-
quired to integrate VREs and storage.

Liquid and gas fuel stor-
age and distribution net-
work (S.I. 1.6.4)

No Yes Total infrastructure costs for P2X are assumed to be less
than or equal to total infrastructure costs for fossil fu-
els. Hydrogen infrastructure currently costs around 2-3
times as much as oil and gas infrastructure per unit of
energy but in the Fast Transition scenario the size of the
required P2X industry is 2-3 times smaller than the com-
bined oil and gas industries in No Transition

Vehicles (S.I. 1.6.5) No Yes Virtually all vehicles must be replaced within 20 years,
so transitioning from ICEVs to EVs would likely save
money, due to their expected lower capital costs. Hard-
to-electrify vehicles (e.g. heavy-duty trucking, ships, air-
planes) are provided with ample P2X fuels in transition
scenarios. However, it is likely that cheaper options will
arise (e.g. improved battery technologies), reducing the
costs of transition scenarios further.

Heating assets (S.I.
1.6.6)

No Yes Virtually all heating must be replaced by 2050 in all sce-
narios. In high electrification scenarios, enough electric-
ity is produced to provide heating services using only
cheap, inefficient resistance heating, so that investment
costs are equivalent across all scenarios. However, if heat
pumps are used instead then their higher efficiencies will
decrease electricity requirements significantly, and re-
duce the costs of transition scenarios further.

* This refers to a variety of technical services required to maintain stable power flow in the electrical grid, e.g.
scheduling, dispatch, operating reserves, and frequency and voltage control.

Table S6: Table outlining which energy system components are included in our scenario relative cost
forecasts.

The scenarios are designed specifically so that the results reflect upper bound cost estimates for the Fast
and Slow Transition scenarios relative to No Transition. There are many conservative assumptions made and
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discussed in various sections of the manuscript, but we summarise them all in one place here for clarity
and to emphasise the conservative nature of our scenario cost comparison. We list here instances where we
assume the minimum possible cost for the No Transition scenario, or the maximum possible cost for the Fast
Transition scenario.

• Oil and gas both exhibit weak long-term increasing price trends, as demonstrated by over a century’s
worth of data. However, in our model we assume that oil and gas costs continue at roughly their cur-
rent levels into the future. This is a conservative choice, particularly in the No Transition scenario
since demand increases significantly. The model therefore likely underestimates fossil fuel expendi-
tures somewhat in the Slow Transition scenario, and significantly in the No Transition scenario.

• Our systematic use of technologies with comprehensive cost or price histories means that in many cases
we neglect solutions that are promising avenues of cost reduction, such as demand-side management,
heat pumps, and end-use efficiency improvements (e.g. improved building insulation). Including such
solutions would lower costs for transition scenarios relative to No Transition (e.g. since less storage
would be required).

• We use a conservative estimate on the maximum extent to which industry can be electrified. We as-
sume that only 75% of useful energy in industry can be electrified, although recent analyses suggest
99% is achievable in Europe43, and therefore a similarly high fraction should be possible globally. If a
higher value such as 90% was used, then industry would not have to be supplied with so much rela-
tively expensive P2X fuel, and cheap electricity could be used instead. Industry energy costs would be
substantially lowered in our transition scenarios, as would the total system cost estimates.

• The conversion efficiency value chosen for the use of electricity in buildings (i.e. 1) is based on historical
data, but may improve considerably in future if heating is mostly provided by heat pumps. Heat pumps
have coefficient of performance42 in the range 2-5, so if they are used widely then the average conversion
efficiency of electricity in buildings could rise to 2 or higher, which would significantly reduce the
quantity of final energy required, and reduce costs. The assumption we use may therefore favour the
No Transition scenario, since the use of simple resistance heaters in the Fast and Slow Transition leaves
significant potential to cut costs by the use of heat pumps.

• We assume that transport and grid batteries are completely different stocks of the same technology. The
quantities provided in scenarios assume no overlap through mechanisms such as EVs providing vehicle-
to-grid storage services to the grid. This is perhaps a very conservative (and expensive) assumption that
favours the No Transition scenario, as in reality there may be a great deal of overlap in their uses,
meaning that the total quantity of storage required could be much smaller than we assume in the Fast
and Slow Transition scenarios44.

• We do not explicitly model the potentially large capital cost savings that would likely be generated by
transitioning from more expensive ICEVs to cheaper EVs in the Fast and Slow Transition scenarios.

• Annual deployment growth rates for solar, wind, batteries and electrolyzers over the last twenty years
have been, in many years, much higher than the rates that we use in the Fast and Slow transition sce-
narios. For example, in around 5 of the last 20 years, solar PV’s annual growth rate was above 50%,
but we use an initial growth rate of 32% in the Fast Transition scenario. It may therefore be possible
to construct faster transition scenarios while still being broadly consistent with recent historical trends.
In keeping with our conservative approach though we choose growth trends in the Fast Transition that
are conservatively low.

• We use PEM electrolyzer technology for our electrolyzer cost forecasts. PEM has the high flexibility
required to absorb VRE sources, is safe and reliable, and has good lifetime and efficiency characteristics,
so it is a promising candidate. However, the lowest current cost estimate of AEL electrolyzers is already
80% cheaper than the initial PEM cost estimate we use, so we are being highly conservative in our cost
estimates for electrolyzers.

• In our model we assume a 12 year lifespan for daily grid batteries, and 10 years for EV batteries. How-
ever, they will both continue to function at lower performance for much longer than this, perhaps
another 10 years, so we anticipate very large quantities of second-hand batteries also being available
for grid applications. Thus both our storage cost and system reliability estimates for the Fast and Slow
Transition scenarios are conservative.
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• P2X infrastructure costs are likely to decrease with scale. Once the P2X network is scaled-up to the
size envisaged in the Fast and Slow Transition scenarios, it is likely that overall storage and distribution
costs per unit of energy delivered would be broadly the same as those for fossil fuels delivered through
the existing network, in both cases accounting for only a small fraction of delivered energy costs. We
conservatively assume that P2X infrastructure costs remain at their current levels, 2-3 higher than fossil
fuel infrastructure costs, so that a P2X distribution network of a given size costs the same as an oil and
gas distribution network 2-3 times the size. We thus neglect the potential cost savings associated with
scaling down the very large storage and distribution networks currently used for fossil fuels.

• We assume that the multi-week lulls in variable renewable energy outputs possible in some regions of
the world are broadly representative of all global regions. In the Fast and Slow Transition scenarios
we therefore specify that there must be enough P2X fuel stored to cover one month’s worth of final
electricity each year, everywhere. Reduced output for many weeks at a time is not likely in all regions, so
providing enough P2X fuel to cover global final electricity for a month may be excessively conservative.
(This is of course a critical issue though, which must be addressed correctly in each location based on
its resources and connectivity.)

• It is possible that the solution we employ in this model to manage VRE sources (i.e. bulk energy stor-
age), is one of the costliest methods available45. Thus, our approach should be viewed as providing a
conservative upper bound on the cost of integrating large shares of VRE sources in the energy system.
Once again this assumption increases the assumed costs of the Slow and Fast Transition scenarios in
comparison with the No Transition scenario.

• In calculating the power grid investments required to accommodate high levels of electrification in
the Fast and Slow Transition scenarios, we have assumed that investment scales with total electricity
generation, rather than the lesser amount of final electricity. This likely overestimates the costs because
historically the majority of grid investments have been required by the dense grid networks that deliver
electricity to end users, which are associated more closely with final electricity than total generation.
Several other conservative assumptions are laid out in S.I. 3.7.

• Coal-fired electricity LCOEs currently range from around 50 $/MWh to well over 100 $/MWh. The
data series we use to calibrate and initialise our coal power cost forecasts is a series at the very low
end of costs. The coal LCOEs we use in the model therefore represent the cheapest, most polluting
coal power stations. Since we focus only on minimum possible system costs here, without considering
environmental externalities, we use this forecast, with the caveat that it relies on society continuing to
accept very high levels of air pollution and carbon emissions; this is a very conservative assumption.

• We use US LCOE values to calibrate and initialise our cost forecasts for gas-fired electricity. But US costs
are very low compared to most other locations because local gas supply is abundant and transportation
by pipelines is cheap. Gas LCOEs in Europe and Japan are much higher, reflecting higher transporta-
tion costs. Hence the model likely underestimates global gas-fired electricity costs, which favours No
Transition since this scenario includes far more gas-fired electricity than the others do.

In summary, the total costs of the energy system components not explicitly included in our total system cost
estimate are very likely to be greater for the No Transition scenario than the Slow or Fast Transition scenarios.
By purposefully excluding these components (for model simplicity and comprehensibility), in addition to
making consistently conservative assumptions regarding parameter choices, model calibration, and model
initialisation, we are most likely substantially overestimating Fast and Slow Transition scenario costs, relative
to No Transition scenario costs.
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2 Scenario construction

We follow Grubler et al. 46 in focusing on the provision of energy services. This perspective highlights the
importance of the typical efficiencies with which different energy carriers provide energy services, and the
large efficiency savings available by switching to more efficient energy carriers. Our strategy is to construct
scenarios that meet the needs of a growing global economy (and perhaps exceed them by far). We aim for
approximately correct quantities of all the various components from which an energy system may be con-
structed: electricity, direct-use fuels, and energy storage, transport and conversion technologies. The process
is described in detail in the rest of this section, but we first provide a high-level summary. To construct a
single scenario, the steps are:

1. Specify the quantity of useful energy consumed in each sector (excluding the fossil fuel components of
useful energy in the energy sector – these are dealt with in step 7). These useful energy quantities are
defined exogenously, and are identical across all scenarios.

2. Specify the quantities of energy carriers used in each sector (again, excluding energy sector fossil fuel
energy carriers).

3. Specify the proportion of non-dispatchable generation in the electricity mix at the end of the model
time horizon (i.e. in 2100).

4. Increase P2X fuel production (above the level given in point 2) if required to account for VRE intermit-
tency (i.e. for grid backup). This depends on the VRE proportion specified in point 3.

5. Increase total electricity generation (above the level given in point 2) if required to account for elec-
trolytic production of P2X fuels. This depends on both the quantity of P2X fuels in end-use sectors
(point 2) and the quantity required for grid backup (point 4).

6. Specify the quantity of electricity produced by each electricity generation technology.

7. Calculate the quantities of fossil fuel energy carriers required by the energy sector. This is a function
of the quantities of fossil fuels used in end-use sectors (both in electricity and as direct-use fuels). This
depends on points 2 and 6 above.

8. Calculate the quantity of daily-cycling batteries required. This is a function of the quantity of non-
dispatchable generation (point 3), and the level of electrification of the transport sector (point 2).

9. Calculate the quantity of multi-day storage batteries required. This is a function of the quantity of
non-dispatchable generation (point 3).

10. Calculate the quantity of electrolyzers required for P2X fuel production. This depends on point 4.

We use a time horizon of 2070 for our main results, but also present robustness checks on different time
horizons up to 2090 in S.I. 7.2 and S.I. 7.4. Scenarios must therefore exist to at least 2090, and in fact we
construct scenarios out to 2100. However, since all transition dynamics have occurred by 2070, we only show
scenarios in detail up to this point; additional detail beyond this time is unnecessary as it has no bearing on
our results.

2.1 Growth rate model

Scenarios are constructed by growing or contracting certain model components at different rates over time.
These growth-rate-determined components are the primary drivers of scenarios, and are used to determine
various other dependent components. To implement these growth processes a common framework is used:
growth rates follow logistic growth curves (i.e. S-curves). Each such model component begins in an initial
state matching its current production level, and approximately matching its historical growth rate.∗ Then
over time it gradually transitions to a new configuration, ending up in a new steady state defined by its
long-term growth rate.

∗There are a few exceptions, for example in order to implement the No Transition scenario, the growth rates of solar PV and
wind must fall sharply very quickly; to produce this effect we just use very low initial low growth rates, much lower than observed
historically.

26



For a given component, let the annual growth rate of production be gt, where

gt =


gt0 if 0 ≤ t < t1,
gt0 +

gT −gt0
1+e−s(t−t1−(t2−t1)/2) if t1 ≤ t < t2, with steepness parameter s = 50

∣∣∣∣ gT −gt0t2−t1

∣∣∣∣ .
gT if t2 ≤ t ≤ T

(1)

Each growth-rate-determined component has its own set of growth rate parameters {t1, t2, gt0 , gT } in each
scenario. The start time is t0. There is a constant initial growth rate, gt0 , which persists until time t0 + t1 − 1.
From t0 + t1 to t0 + t2 −1 the growth rate follows a logistic growth curve with steepness parameter s, reaching
the constant final growth rate gT at time t0 + t2, which persists until time horizon t0 + T . § This is shown in
Panel A of Figure S2.

Let annual production be qt. Given growth rate trajectory gt, the basic rule for calculating annual produc-
tion is

qt+1 = (1 + gt)qt , t = 0,1,2, . . . ,T , gt > −1. (2)

However, there are several exogenous constraints in the model, and for some variables it is necessary to
impose an additional cap on production in order to meet a constraint. Let this cap be qmax

t . In order to control
the behaviour of the cap, we introduce a new variable t3. This defines the time after which the cap becomes
active. There are three cases (shown in Figure S2):

(i) t3 ≥ T , so that the cap is never active. In this case production is determined purely by the growth curve
in Panel A. This production is shown in Panel B.

(ii) t3 = 1, so that the cap is always active. In this case the cap begins and remains at or above production for
all time. This is shown in Panel D – the production implied by A eventually hits the cap. The realized
growth rate curve corresponding to the application of the cap is shown in Panel C.

(iii) 1 < t3 < T , so the cap is only active after t3 periods. This case is required to deal with a situation
where there is an initial transient period in which fast production growth climbs above the cap, but
then returns below it later on, so that in the long-term the cap still functions as an upper bound (Panels
E and F).

The equation for production is therefore

qt+1 =


(1 + gt)qt ∀t, if t3 ≥ T (i.e. (i))
min(qmax

t , (1 + gt)qt) ∀t, if t3 = 1 (i.e. (ii))
(1 + gt)qt for t ≤ t3, if 1 < t3 < T (i.e. (iiii))
min(qmax

t , (1 + gt)qt) for t > t3, if 1 < t3 < T (i.e. (iiii))

(3)

Figure S2 demonstrates the process, with t0 = 2020, t1 = 10, t2 = 40, t3 = 10, T = 50, gt0 = 0.24, and gT = 0.02.
We use this method because it is consistent with how technologies have developed historically47, and be-

cause it makes describing how scenarios are constructed straightforward. However, it is important to note
that for each growth rate trajectory specified in this way, there is a cluster of similar growth rate trajectories,
all of which result in very similar scenarios. Many of these can be viewed as functionally equivalent, extend-
ing the validity of our results beyond the five scenarios used in this analysis. For example, see Figure S78,
which shows an alternative to the hydrogen growth trajectory used in the Fast Transition scenario. In our
model, following this alternative trajectory would only increase the probability of electrolyzer costs decreas-
ing faster, yielding a lower cost scenario, and hence these trajectories may be considered equivalent in the
context of this study, as the main results would still be valid.

In fact, since the model is based on stochastic experience curves, the general heuristic is that our results
are likely to remain valid for all alternative scenarios in which any high-learning technology is modified with
on average higher, earlier growth. This includes alternative growth rate trajectories with potentially large
fluctuations (as have been observed historically for solar, wind, batteries and electrolyzers, due to policy and
other price/demand dynamics – see Panel D of Figure S8). Thus both the level and duration of the growth
rates we use to construct scenarios (again see Panel D of Figure S8, plus the left-hand column of Figure S9)
should not be viewed as hard-and-fast rules, rather as representative trajectories, representing whole clusters
of scenarios with very similar characteristics.

§For simplicity, as shown in Eq. 1, a single steepness parameter coefficient of 50 is used for all components. This is not a
particularly important modelling choice, and the specific value has little impact on the results.
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Figure S2: The growth process used in scenario construction. Panel A shows the basic growth rate curve, gt,
as defined by Eq. 1, which is used to construct a production curve, qt. Possible production curves are shown
in panels B, D and F, but which production curve is generated depends on whether there is a production
constraint in place to cap growth, as defined by Eq. 3. Panel A shows the growth rate transitioning from
24% to 2% per year. As shown in Panel B, this corresponds to a huge expansion in production over 20 years,
followed by a gradual slowdown to a new long-term steady state (this is case (i), i.e. Eq. 3 top row). Panel D
shows production in a case where the growth eventually becomes capped by an exogenous constraint (case
(ii), Eq. 3 second row). Panel C shows the implied actual growth rate of production in such a case; instead of
following the smooth curve shown in Panel A the curve gets clipped as the production cap is reached. Panel
F shows production in a case where a cap exhibits transient behaviour and only becomes active after time
t3 = 35 (case (iii), Eq. 3 third and fourth rows). Panel E shows the implied actual growth rate of production
in this case. (Note that growth rate curves in panels C and E are not used to generate production curves, but
rather are the consequence of combining the curve in panel A with a production cap.)

2.2 Energy services

Energy services have been the foundation of human prosperity, so we build the model around these. Our core
assumption is that the provision of energy services increases at 2% per year until 2100. The IEA estimates
that between 1973 and 2017 primary energy consumption grew at 1.9% per year, final energy consumption
grew at 1.7% per year and electricity generation grew at 3.3% per year on average24. Other sources estimate
that primary energy consumption grew at 1.1% per year between 1800 and 1950 and 2.6% per year between
1950 and 2017 on average (or 1.5% over the period 1800 to 2017)48. As mentioned earlier, predicting changes
in conversion efficiencies between useful energy and energy services is beyond the scope here, so we just take
useful energy as a proxy for energy services, and assume that useful energy grows at 2% per year.‡

We specify that the quantity of useful energy provided by each end-use sector is exactly the same in
all scenarios, so that identical levels of energy services are supplied. This assumption also applies to the
electricity component of the energy sector, but not to the fossil fuel components (because these depend on
end-use fossil fuel consumption, so they must be scenario-dependent). The situation is shown in Figure S3.
In contrast to many other energy models, in particular partial equilibrium models, in which energy service
consumption varies depending on energy prices, our method allows for a simple, transparent and meaningful
(“apples-to-apples”) comparison of the costs associated with different scenarios.

‡This leaves room for further reductions in useful energy consumption (and energy costs), since energy services may be provided
more efficiently in future.
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Figure S3: Exogenous assumption of useful energy demand growth.

2.3 Indices, slack variables and meeting the useful energy constraint

With the total useful energy supplied to each end-use sector completely determined in this way (plus energy
sector electricity), we first grow and contract the different energy carriers to meet the useful energy totals
in each year, then grow and contract the energy inputs (direct-use primary energy fossil fuels and electricity
generation resources) such that the carrier totals are also met (given fixed conversion efficiencies).

The process can be conceptualised by working from right to left on Figure S1: useful energy of end-use
sectors (plus energy sector electricity) grows at specified rates, then the various energy carriers are grown
or contracted to meet the sector demand constraints, then, in turn, various technologies are grown and con-
tracted to meet the carrier demand constraints.

In each case, in order to meet a specific demand constraint, all input components except one are grown or
contracted using the method in S.I. 2.1. The “left-over” component is called the slack variable. Different slack
variables are used in meeting different constraints, depending on the scenario, and are selected in advance
during the scenario design process. They are used to supply any residual demand left unfulfilled by the sum
of all other components (for more detail see Eq. 7 below).

Once the end-use sectors (plus energy sector electricity) have been supplied with sufficient energy car-
riers, and these energy carriers have been supplied by direct-use primary energy and electricity generation
resources, a few extra steps must be taken to complete the scenario. First, energy sector fossil fuel energy
carrier consumption must be calculated (as a function of fossil fuels in end-use sectors) and added to the
scenario. Second, the quantities of facilitating technologies must be calculated and added to the scenarios
(i.e. utility-scale grid batteries, batteries for the transport sector, electrolyzers, and electricity networks).

Any mix of direct-use primary energy sources, electricity generation technologies, and other facilitating
technologies that meets the carrier constraints and useful energy constraints in each year is a valid scenario.
The costs of such valid scenarios may be compared fairly with one another, as they provide equivalent levels of
energy services. A “scenario” then is just a precise production schedule for every technology in the model; or
put another way, it is a technology portfolio, made up of the quantity of each technology produced each year of
the model. ForN technologies and T periods each technology portfolio has dimensionN ×T , each component
of which is a closed interval of real numbers. Here N = 14 and T = 80 (since scenarios are constructed to
2100), so each portfolio has dimension 1120. This space is far too large to explore even reasonably thoroughly
by computation methods, so the only possibility is to use heuristic methods to construct and compare a
relatively small number of portfolios. We construct a scenario, or portfolio, as follows.

Let t be the period index and t0 = 2020 be the start year. Let i be the technology index and qit be the
quantity of technology i produced in period t. Let j be the energy carrier index, and k be the sector index.
Let Jk be the set of indices of the carriers used in sector k. Let Ij be the set of indices of the technologies used
as input to carrier j. Values are shown in Table S7. (Note that in this construction process the energy sector
consists only of energy sector electricity; energy sector fossil fuel energy carriers are dealt with separately
afterwards, in S.I. 2.6)
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Index Category Component Input component index set
i 1 Technology Oil (direct use)

2 Technology Coal (direct use)
3 Technology Gas (direct use)
4 Technology Coal electricity
5 Technology Gas electricity
6 Technology Nuclear electricity
7 Technology Hydroelectricity
8 Technology Biopower electricity
9 Technology Wind electricity

10 Technology Solar PV electricity
11 Technology Daily batteries
12 Technology Multi-day storage
13 Technology Electrolyzers
14 Technology Electricity networks

j 1 Carrier Oil I1 = {1}
2 Carrier Coal I2 = {2}
3 Carrier Gas I3 = {3}
4 Carrier Electricity I4 = {4,5,6,7,8,9,10}
5 Carrier P2X fuels

k 1 Sector Transport J1 = {1,4,5}
2 Sector Industry J2 = {1,2,3,4,5}
3 Sector Buildings J3 = {1,2,3,4,5}
4 Sector Energy sector electricity J4 = {4}

Table S7: Model components, indices, and sets of indices of carrier inputs to sector k (Jk), and primary energy
and electricity generation inputs to carrier j (Ik). See Figure S1 also.

2.4 Energy carrier quantities for sectors

Consider sector k. Let EFj,kt be the final energy provided by carrier j to sector k at time t (with known initial

values as shown in Table S4). Let EU j,k
t be the associated useful energy at time t. As described in S.I. 1.8, let

the conversion efficiency of final to useful energy of carrier j when used in sector k be ηkj . Then, by definition,

EU
j,k
t = ηkj EF

j,k
t . (4)

Let EU total,k
t be the total useful energy provided by sector k at time t. This is the sum of the useful energy

provided by each sector k carrier:
EU total,k

t =
∑
j∈Jk

EU
j,k
t (5)

The RHS values are known at time t0, as shown in Table S4, and EU total,k
t is calculated for all times using the

method in S.I. 2.2. It is thus defined exogenously, as shown in Figure S3.
Next pick a slack carrier variable for sector k, denote its index by jkslack ∈ Jk . Then for each non-slack

carrier, j ∈ Jk\
{
jkslack

}
, we specify two things: i) growth rate parameters {t1, t2, gt0 , gT } that define the carrier’s

useful energy growth process (as in Eq. 1) , and ii) an upper bound to the proportion of the sector’s useful
energy that the carrier may provide at any time.∗ Specifying these parameters allows us to implement a

growth process with a cap. Let {tj,k1 , t
j,k
2 , g

j,k
t0
, g
j,k
T } be the growth process parameters and gj,kt be the resulting

growth rate. Let ξj,k be the upper bound fraction of the sector’s total useful energy that carrier j may provide.
Then, using Eq. 3, case (ii), the useful energy provided by carrier j in sector k is given by:

EU
j,k
t+1 = min

{
(1 + gj,kt )EU j,k

t ,ξj,kEU total,k
t+1

}
, (6)

and the final energy is calculated with Eq. 4.

∗Such upper bounds are required because we assume some basic level of diversity among energy carriers is necessary – for
example, we can’t electrify everything in a given sector, there will always be a requirement for some other energy carriers.
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Note that a particularly important set of parameters are the ξ4,k , as these specify the upper limits to
electrification of each sector (in terms of useful energy). These are important because electrification is one
of the few available options for decarbonising the economy, due to the highly efficient delivery of energy
services by electricity, and abundance of nearly zero carbon energy sources. Electrifying each sector as much
as possible is necessary for transitioning to a sustainable energy economy, but we must also ensure that
other carriers are available for processes requiring physical characteristics not provided by electricity. Several
recent studies have focused on quantifying the technical potential for electrification in different sectors, and
we use these as guidance for choosing our ξ4,k values.

Regarding transport, Mai et al. 49 considered on-road transport in the US, using technologies that are
either market-ready or near-market-ready. By building a detailed, bottom-up, stock-taking model of energy
infrastructure, they found that in 2050, in a high adoption scenario, the shares of EVs in the transport sector
could be: 88% of light duty cars, 81% of light duty trucks, 94% of buses, 52% of medium-duty trucks and
37% of heavy-duty trucks. Bearing in mind that some of these shares could still be rising in 2050, and that
light-duty cars and trucks make up around 90% of distance driven, it is plausible that essentially all light- and
medium-duty transport could be electrified over the next few decades. In addition rail and short-distance sea
transport are easily electrified (and to some extent short-distance air travel too). This just leaves some heavy-
duty trucking, long-distance sea transport and long distance air transport (the first two of which may turn
out to also be relatively easily electrified, e.g. for shipping see Kersey et al. 50). We therefore set ξ4,1 = 0.8, so
that a maximum of 80% of useful energy in transport is delivered by electricity. This choice allows for the full
electrification of light duty vehicles, but conservatively assumes that most long distance vehicles, air travel
and shipping will still require liquid or gaseous fuels, accounting for the remaining 20% of useful energy.

Regarding industry, Deason et al. 51 reviewed several recent studies and found that the overall technical
potential for electrification is high. Non-electric applications in industry predominantly involve using fuel to
generate process heat. Most of the reviewed studies estimated that, technically, all industrial heat applications
can be entirely electrified. The report also notes that “existing estimates for industry electrification in the long
term (e.g. 2050) are largely qualitative or at best semi-quantitative, and are largely insufficient to develop
quantitative estimates for long term electrification potential, beyond the 100% technical potential quoted in
many studies”. Madeddu et al. 43 found that 78% of useful energy in Europe’s industrial sector is electrifiable
with technologies currently available and 99% is electrifiable with technologies now being developed. We
use a conservative upper limit to electrification of industry, and set ξ4,2 = 0.75. This choice allows for a large
residual fraction of industrial processes to still rely on liquid or gaseous fuel after maximum electrification,
representing 25% of all useful energy consumed in the sector.

Regarding buildings, the Deason et al. 51 report also finds that almost 100% of energy use in buildings
can be electrified. This value is much less speculative than in the case of industry because all the required
technologies already exist at commercial scale. We therefore set ξ4,3 = 0.9. This still allows for 10% of useful
energy to be supplied by gaseous fuels after everything else has been electrified; this could represent some
hard-to-convert residential heating for example, and some cooking applications.

In summary, based on our current understanding of the technical substitutability of technologies and
processes, the upper limits to electrification of each sector that we use are (given as a percentage of total
useful energy provided by each sector): ξ4,1 = 0.8, ξ4,2 = 0.75, ξ4,3 = 0.9.† Bear in mind that these figures
refer to useful energy, and since electricity is the most efficient energy carrier the percentages in terms of final
energy will be lower.

Although it is certainly possible to represent all the varied circumstances of energy consumption in end-
use sectors in much greater detail than this, we use this strategy because it is a simple, transparent way of
aggregating the many complex engineering challenges and constraints involved.

The method we have designed allows each non-slack carrier to be grown or contracted appropriately for
the type of scenario being constructed. All parameters for each carrier must be chosen so that the total does
not sum to more than the sector’s total useful energy, EU total,k

t , and so that all transitions are suitably smooth
(i.e. the upper bound does not cut in too sharply for any carrier). This approach allows the modeller to create
the approximate growth dynamics desired quickly and easily, while still maintaining identical levels of useful
energy across different scenarios.

The slack carrier variable is then used to make up the difference between the sector total useful energy

†We also set ξ4,4 = 1, though this is not used because energy sector electricity growth is exogenous and constant across scenarios.
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and the sum of the useful energy provided by non-slack carriers:

EU
jkslack,k
t = EU total,k

t −
∑

j∈Jk\{jkslack}
EU

j,k
t . (7)

The quantity of final energy delivered by each carrier to sector k is then given by Eq. 4. By applying this
procedure for each end-use sector (plus energy sector electricity) we construct the annual quantities, in EJ, of
final and useful energy of all energy carriers required to meet the useful energy constraints.

2.5 Electricity generation technologies

The electricity mix is specified in almost the same way as was used above to determine energy carrier use
in sectors. Let the total quantity of electricity generated in year t be Elect. This is the sum of electricity for
use in sectors and in P2X fuels production (P2X fuels are used in end-use sectors and for power grid backup,
as described in S.I. 3.3.3 and S.I. 3.5). Transmission and distribution losses are small (around 5% in OECD
countries52) and falling, due to ever more advanced equipment; these are included in the model as energy
sector electricity consumption. The total electricity generated each year is the sum of generation from the
individual technologies:

Elect =
∑
i∈I4

qit (8)

The initial values at time t0 are all known, as shown in Table S8.

Source Electricity generation
TWh EJ Year

Coal 9911 35.7 2019
Gas 6356 22.9 2019

Nuclear 2790 10.0 2019
Hydroelectric 4236 15.2 2019

Biopower 709 2.55 2020
Wind 1596 5.75 2020

Solar PV 833 3.0 2020

Table S8: Initial electricity generation data, from IEA WEO 2021. (2019 values are used in cases where 2020
values are temporarily low due to the COVID-19 pandemic.)

First, pick a slack electricity generation variable, denote its index by islack ∈ I4. Next, for each non-slack
technology, i ∈ I4\{islack}, we use Eq. 3, case (iii), to transition from its current state to some upper limit of
the electricity mix. To do this we specify three things: 1) growth rate parameters {ti1, t

i
2, g

i
t0
, g iT } that define the

technology’s growth process, 2) an upper bound to the proportion of total electricity it may provide, let this
fraction be ψi , and 3) t3, the time value before which the upper bound fraction ψi does not apply, and after
which it does. This is required because sometimes a technology initially has a large share of generation, and
we want it to grow much slower than other technologies (so that its share decreases), but still end up being
constrained by the share of the mix defined by ψi in the long run.

With g it the growth rate resulting from Eq. 1 as before, the annual production of non-slack technologies is
then

qit+1 =

(1 + g it )q
i
t if 0 < t ≤ t3,

min
{
(1 + g it )q

i
t , ψ

iElect+1

}
if t > t3,

(9)

and the slack technology is subsequently given by

qislack
t+1 = Elect+1 −

∑
i∈I4\{islack}

qit+1. (10)

2.6 Energy sector fossil fuels

The energy sector uses both electricity and fossil fuel energy carriers to produce refined fossil fuel products.
For example gasoline and many other fuel oils are made by extracting crude oil and processing it in refineries.
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The electricity consumption component (EF4,4
t ) was dealt with in the above sections S.I. 2.3-2.5, but the fossil

fuel energy carrier components (EF1,4
t , EF2,4

t , and EF3,4
t ) were not. We calculate these here, and add them to

the model.
The refined fossil fuel products manufactured by the energy sector are used as direct-use energy carriers

both in end-use sectors and the energy sector itself, and also as inputs for electricity generation. To model the
energy needs of manufacturing these products in future, we assume that the quantities of fossil fuel energy
carriers required by the energy sector scale directly with the quantities of fossil fuel energy carriers used in
end-use sectors, plus those used to make electricity. Furthermore, because we do not have data detailing how
much of each fossil fuel input is required to produce each of the fossil fuel energy carriers, we assume that
the current proportions of oil, coal and gas used by the energy sector stay fixed through time. The initial
quantities of oil, coal and gas energy carriers used by the energy sector are EF1,4

0 , EF2,4
0 , and EF3,4

0 . In 2018
these values were: 13.9 EJ of oil, 17.1 EJ of coal, 16.5 EJ of gas (making a total of 47.5 EJ), so the fixed
proportions we assume for these fuels in future are 29%, 36% and 35%, respectively.

To calculate the quantities of fossil fuels required as inputs for electricity generation, we need conversion
efficiency factors for coal and gas electricity. Let these be ζi (with i = 4,5), so that x EJ of fossil fuel results in
ζix EJ of electricity. In 2018, 102.6 EJ of coal generated 36.4 EJ of electricity, giving a conversion efficiency
factor of 36%. Similarly, 54.5 EJ of gas generated 22.0 EJ of electricity, yielding efficiency factor 40%. These
values are current global averages, and are lower than values seen in some modern plants, so as old plants
are retired and the fleet is modernised, we expect higher efficiencies. Consistent with expectations of future
efficiency factors53,54, we use a coal power efficiency factor of ζ4 = 0.40, and a gas power efficiency factor of
ζ5 = 0.50.

Then, the total quantity of each fossil fuel required as direct-use fuel for end-use sectors, plus as input for
electricity generation is:

Oil (j = 1):
∑

k=1,2,3

EF1,k
t (11)

Coal (j = 2, i = 4):
∑

k=1,2,3

EF2,k
t +

q4
t

ζ4
(12)

Gas (j = 3, i = 5):
∑

k=1,2,3

EF3,k
t +

q5
t

ζ5
, (13)

and the total quantity of direct-use end-use sector fossil fuels plus total electricity generation fossil fuels at
time t is the sum of these:

FossilFuels(end-use + electricity)
t =

∑
k=1,2,3

EF1,k
t +

∑
k=1,2,3

EF2,k
t +

q4
t

ζ4
+

∑
k=1,2,3

EF3,k
t +

q5
t

ζ5
(14)

We therefore take the energy sector final energy provided by fossil fuel energy carrier j to be

EF
j,4
t =

EF
j,4
0

EF1,4
0 +EF2,4

0 +EF3,4
0

FossilFuels(end-use + electricity)
t j ∈ {1,2,3} (15)

The results of applying this method can be seen in the “Energy Sector” rows of Figures S7, S9, S11, and S13.

2.7 Direct-use fossil fuels

The quantities of oil, coal, and gas energy carriers required in a given scenario are then simply the sum of the
final energy used in each sector, as calculated above:

q1
t =

∑
k=1,2,3,4

EF1,k
t (16)

q2
t =

∑
k=1,2,3,4

EF2,k
t (17)

q3
t =

∑
k=1,2,3,4

EF3,k
t (18)

We have now specified the energy quantity requirements for all sectors, energy carriers, and energy input
technologies (i = 1-10). The model components that remain to be quantified are the energy storage, conver-
sion and distribution technologies (i = 11-14), which we address next.
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3 Energy storage and flexibility requirements

Because solar and wind power are intrinsically variable, as they become the dominant sources of energy we
must be able to store and move energy easily, in order to constantly balance supply and demand, and provide
both grid electricity and all other energy services at the different levels of reliability required by different
users. There are many ways to solve this problem, many of which are near-optimal55,56, and solutions depend
on the many diverse characteristics of both electric power systems and the wider energy system.

The strategy we implement in our model revolves primarily around adding technologies, in appropriate
quantities, that are able to store energy on either short, medium or long timescales. Short timescales are
defined as being up to a day; medium timescales are around one to three days, and long timescales as more
than three days, though this may be weeks or months.

A key background reference for understanding energy storage and flexibility options is Blanco and Faaij 57 .
This is a comprehensive review of over 60 different studies and reports from the last decade, with a focus on
long term storage needs in high renewables energy systems. Some of the most important ways to cope with
balancing supply and demand of electricity over different temporal and geographic scales are:

1. Interconnection, i.e. network expansion – having enough transmission capability to bring power from
distant sources to satisfy local excess demand.

2. Energy storage technologies – storing energy so that it can be used when needed; common methods of
energy storage include batteries, pumped-hydropower, capacitors, compressed-air, flywheels, gravity-
based systems and storing chemical energy in fuels (e.g. hydrogen, ammonia, methane).

3. Sector coupling – connecting the power system to other sectors of the energy system (transport, industry,
buildings), in particular via transport services, heating services, and economy-wide demand for low
carbon fuels.

4. Flexible generation – holding dispatchable sources of power such as gas- or P2X-fired electricity in re-
serve, so they can be quickly deployed when needed (potentially batteries also, depending on the time
scale).

5. Demand side management – scheduling demand for electricity so that it occurs when there is available
supply.

6. Optimizing the wind/solar ratio – choosing a mix that best utilizes natural correlations between supply
and demand.

7. Overcapacity – installing excess VRE capacity so that during periods when capacity factors are below
average, generation still meets some given target level (as specified in the planning process).

Two further concepts that are useful in understanding how grid flexibility options relate to system reliability
are related to the characterisation of electricity supply and demand. On the demand side, fluctuations are
usefully characterised in terms of their time scales: seconds-to-minutes, daily, seasonal and annual. Different
flexibility options are appropriate for demand variation on different time scales. On the supply side, elec-
tricity generation resources are usefully characterised in terms of being either i) fuel-saving VRE resources,
i.e. resources that save on costs and emissions associated with fuel combustion, but whose output inherently
varies on the scale of seconds to years (often highly predictably); ii) fast-burst balancing resources, available
on the scale of seconds to hours; iii) firm resources, available in all seasons over days, weeks or longer58.

All the above concepts overlap and intersect in complicated ways, which is why system planning – or
even just broadly characterising what are likely to be the most desirable solutions – is so challenging59. It
is noteworthy, though, that the lenses through which energy systems research is conducted, and the kind
of scenarios explored, have changed a lot through time. Only since around 2017 have the near-full electri-
fication of transport and heat, and the role of long-duration energy storage (LDES) begun to be studied in
sufficient detail. Further, it is important to acknowledge the role of technology forecasts in shaping the re-
search landscape. It appears likely that energy modellers did not routinely consider such scenarios because
they relied on far-future cost projections that were much too high. Only since observed solar, wind, battery
and electrolyzer costs have continued to drop rapidly in the last few years (following their long-run trends)
have far-future cost projections used in models been lowered. In particular, cost projections made by the IEA
and others acted as frames of reference for projections implemented in IAMs, resulting in a failure to explore
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the space of feasible energy scenarios well enough. The need to explore “extremes” more systematically is
now recognised60 – though what is considered extreme clearly varies through time.

The dependence of storage and flexibility scenario exploration on cost forecasts highlights the need for
rigorous, statistically validated technology cost forecasts, such as those used in the study. It also highlights
the fact that study results should always be interpreted in the context of the economic assumptions made.
For example, in their 2018 study on firm low-carbon generation sources, Sepulveda et al. 58 use PV capital
costs taken from (or in one case derived from) NREL’s 2017 Annual Technology Baseline (ATB): 1800 $/kW
(“Conservative”, based on then present costs), 900 $/kW (“Mid-range”, also based on then present costs), and
670 $/kW (“Very low”, based on far future costs). In a follow-up 2021 study on the relationship between
firm generation and LDES, Sepulveda et al. 61 use values from NREL’s 2018 ATB: 1011 $/kW and 611 $/kW
(both based on 2045 fixed axis PV costs). At the time of writing (August 2022), NREL ATB shows 2050 PV
capacity cost values of 752 $/kW (“Conservative”), 618 $/kW (“Moderate”), and 466 $/kW (“Advanced”), and
the global average cost of PV is 857$/kW62. This wide variation in costs, depending on both the forecast year
and forecast horizon, highlights the challenge modellers face in trying to select appropriate cost values to use
in their models. In this case the ”Mid-range” PV capital costs used in a 2021 study (i.e. 2045 cost projections
from NREL’s 2018 ATB) are already above the current global average cost. If highly unrealistic future values
are used in models, then this may reduce the relevance of their results.

As the above example shows, the literature is currently moving quickly, and many results and scenarios
may be rendered obsolete within just a few years of publication. It is therefore important, in considering the
storage and flexibility requirements of scenarios in our model, to try to pull out only those key results from
the literature that are likely to be relatively robust to changes in cost assumptions, and not be too dogmatic
about many other details. Related to this is the fact that our model is far too low resolution to be able to reflect
all aspects of the storage and flexibility results found in the literature, so our strategy is to approximately map
existing results to equivalent results applicable in our model.

The following key recent studies, which focus on specific aspects of the problem, were used in designing
our model, and are relevant to support the adequacy of our energy storage and flexibility assumptions:

1. Sector coupling – Brown et al. 37 , Victoria et al. 63 , Gea-Bermúdez et al. 64 , Kittner et al. 65 .

2. Role of long duration energy storage – Ziegler et al. 66 , Dowling et al. 67 , Albertus et al. 68 , Guerra et al. 69 ,
Hunter et al. 70 .

3. Firm low carbon generation – Sepulveda et al. 58 , Sepulveda et al. 61 .

4. Seasonal storage – Victoria et al. 63 .

5. Geophysical constraints on the reliability of VRE sources, and the relation to storage, overcapacity and inter-
connection – Shaner et al. 71 , Tong et al. 72 .

6. Geographical and temporal variation in VRE sources – Grams et al. 73 , Zeyringer et al. 74 , Jerez et al. 75 ,
Tröndle et al. 76 .

As summarised by Gea-Bermúdez et al. 64 , once very high VRE penetration and full sector coupling are in-
cluded in a model, this enables a paradigm shift in supply-demand dynamics. The system then shifts from
the current state, in which electricity generation adapts to meet changing demand, to one in which an ex-
panded “demand” concept – including demand for both direct energy services and energy to recharge large
stores embedded within different sectors – adapts to natural variations in generation. This is the basis for
our Fast Transition scenario. We now discuss the specific storage and flexibility choices we have made in our
model.

We do not model specific demand-side management technologies (such as flexible EV charging and resi-
dential smart meters) explicitly because very little data exists and their progress is hard to model (i.e. there
is no good cost or deployment data that allows us to apply Wright’s law (see S.I. 5.2)). However, demand-side
management is already widely used in industry and very large buildings, and is becoming increasingly at-
tractive in residential settings, with operators able to provide virtual power plant services to the grid. It is a
relatively cheap way of matching supply and demand77. We expect that demand-side management technolo-
gies will exist on a vast scale as devices become ever more connected and responsive, particularly as electric
vehicles become widespread. Our transition scenarios are therefore pessimistic, in the sense that they provide
more (relatively expensive) storage than would be necessary if demand-side management were included in
the model.
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Interconnection can be a good substitute for storage or backup generation during periods (hours to weeks)
when VRE capacity factors are locally low due to local variation in weather patterns. This can allow power
to be transported in from distant locations with different weather and higher capacity factors. Studies often
find it to be a cheap solution to cope with the intermittency of renewables, e.g. Brouwer et al. 77 . In addi-
tion, interconnection may often be required to transfer bulk power from large, remote VRE generators over
long distances to load centres (and there are usually additional benefits in terms of grid resilience). Unfor-
tunately, like demand-side management, it is hard to quantify cost savings from interconnection in terms
of technology deployment costs, so that we cannot model its likely progress using Wright’s law. We do in-
clude grid investment costs in our model, as described in S.I. 3.7, and some of these correspond to expanding
the transmission system, so they may be considered as interconnection investments. However, we do not
model grids or interconnection in detail, as this is incredibly complex. We instead focus on modelling bulk
energy storage, in the knowledge that improved interconnection may be a much cheaper solution in many
cases. Highly complex models will be needed to manage the design and expansion of power grids, carefully
taking in to account the technical characteristics of individual grids based on the geography of both their
loads and renewable resources (see e.g. Zeyringer et al. 74 , Denholm and Mai 78 , Solomon et al. 79 , Saarinen
et al. 80 , Ziegler et al. 81 , Victoria et al. 63).

Current solutions to matching fluctuating supply and demand in electricity markets depend strongly on
maintaining a reserve capacity of dispatchable generators. Since all of our scenarios begin with the present
mix, they all make use of this at the outset. However, our Fast Transition scenario phases out coal and gas
powered electricity fairly quickly, and after 2050 it has only minimal presence. Instead dispatchable power is
based on stored P2X fuels that are produced from renewables, plus relatively small amounts of hydropower,
nuclear, and biopower.

The distinction between reserve capacity and energy storage technologies becomes blurred once P2X fuels
are considered, as P2X fuels are used to store energy, and are used together with turbines or fuel cells to
dispatch electricity when needed. Historically, the ability of fossil fuel generators to ramp up and down as
required by the system operator was the main form of very short term grid flexibility; we assume batteries
will perform this service. More recently, as solar and wind have grown, long periods of reduced output from
these sources (potentially up to a few weeks) have also been accommodated by simply ensuring adequate
stocks of fossil fuel. We use P2X fuels to replace these.

Given the tremendous complexity of options available for dealing with intermittency, and the large num-
ber of degrees of freedom, there is no unique method for ensuring adequate levels of technology are present
to provide society with highly reliably electricity. The method we use is as follows. It is known that for large
deployments of solar, a large capacity of daily storage is essential for overcoming the daily solar cycle72. This
is less critical for wind due to its geographical diversity, but small amounts of daily storage capacity still
yield large benefits. We consider the evidence for how much daily storage capacity is required and include
this in the model, as a function of the percentage of VRE in the generation mix (nb. this is not the same as the
percentage of VRE in the final electricity mix). In addition, long periods of reduced VRE output are likely
due to natural weather patterns, so we want to ensure that the longest likely such period is covered by some
form of alternative generation source. This may be considered seasonal storage, as it involves shifting large
quantities of energy over periods of weeks or more. We consider the evidence and ensure this capability is
present as necessary. Finally, increased diversity of flexibility options is known to increase security of supply
and lower costs57, so we include low levels of one other technology option, multi-day storage. Once we have
determined the quantities of technologies required to fulfil these requirement, we verify that the final com-
bination is likely to provide very high levels of reliability by comparing the resulting system properties with
the criteria set out by Tong et al. 72 in their study of the geophysical availability of solar and wind resources.

Our Fast Transition scenario thus makes extensive use of energy storage on three different timescales.
As described in more detail below, as representative technologies, we choose lithium-ion batteries for short
timescales, redox flow batteries for intermediate timescales and P2X fuels for long timescales. The technolo-
gies we use here have the advantage that we have time series of cost and production that we can use to apply
Wright’s law. We do not claim that these are the cheapest solutions – we doubt that they are, at least taken
alone – but they provide an upper bound on the likely costs. In fact, it should be noted that our modelling
strategy is chosen largely to take advantage of the available data and for the simplicity of model implementa-
tion and communication. It is even possible that bulk energy storage, as envisioned here, could be one of the
costliest methods of managing VRE sources45. Thus our approach should be viewed as sufficient, compre-
hensible, and providing a conservative upper bound on the cost of integrating large shares of VRE sources in
the energy system.
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3.1 Short-term batteries

We assume that daily cycling batteries (which we also call short term batteries) are used both to manage daily
fluctuations in the supply and demand of electricity and to provide energy storage for electric vehicles. We
assume that Li-ion batteries are used. These have a strong record of progress historically82, and there is no
reason to think this shouldn’t continue. However, it is quite possible that better solutions may be found in
the future.

Let the quantity of short-term batteries (i = 11) used in power grid applications be q11,grid
t , and in transport

be q11,transport
t , so that

q11
t = q11,grid

t + q11,transport
t . (19)

First consider power grid batteries. The only nondispatchable electricity generation sources in the model are
wind (i = 9) and solar (i = 10). The total quantity of electricity generated by these technologies is (q9

t +q10
t ) EJ

each year, or 1
365 (q9

t + q10
t ) EJ each day, on average. Storage requirements are defined in terms of this average

daily VRE generation. We specify that enough short-term battery capacity must be available to store a fixed
fraction βST of this energy. We set βST = 0.2 in high renewables scenarios and 0 otherwise.

Note that βST is the fraction of electricity generated by wind and solar, not the fraction of final electricity
delivered by wind and solar via the grid. In a high renewables scenario VRE generation will be much higher
than VRE delivered directly via the grid, because so much electricity is required for P2X fuel production in
the energy sector (perhaps 50% higher, see Panel H of Figure S8).

To illustrate the point, suppose that total generation is exactly 50% higher than final electricity, variable
renewable energy constitutes 85% of total generation, and βST = 0.2. In this case short-term battery capacity
will be available to store 25.5% of average daily final energy (i.e. 0.2 × 0.85 × 1.5), corresponding to load-
shifting 6.12 hours of final electricity each day. This is longer than the typical evening peak in electricity
demand.

Solomon et al. 79 used simulated wind and solar generation data, with hourly electricity demand data,
to model the Californian power grid in a very high renewables scenario. They found that network storage
corresponding to around 22% of the average daily demand was sufficient to meet the hourly demand year
round, and increasing the storage above this showed decreasing benefits. VRE penetrations of up to 85%
were achieved with this level of storage when energy loss was allowed (i.e. due to excess generating capacity).
Our value of βST = 0.2 exceeds this level of storage.

Now, the current installed capacity of short-term grid batteries is very small, so trying to impose the βST
condition immediately would require a many-fold increase in capacity instantaneously in high renewables
scenarios. This is unrealistic, so instead we grow the installed storage capacity at a constant rate (approx-
imately equal to the current growth rate) until the βST condition is first met, and from then on use βST to
track the variable renewable energy penetration as described above. Let the quantity of short-term batteries
initially grow with constant annual growth rate ggrid

ST . Then

q
11,grid
t+1 = min

{
(1 + ggrid

ST )q11,grid
t ,

βST
365

(q9
t+1 + q10

t+1)
}
. (20)

Both the growth rate, denoted by ggrid
ST , and the fraction βST are scenario-specific.

Next consider transport batteries. The total quantity of electricity delivered to the transport sector each
year is EF4,1

t EJ. This equates to 1
365EF

4,1
t EJ per day on average. We assume that at the start of each day all

EV batteries are full and at the end of the day they are empty. This crude assumption accounts for neither
the possibility of charging at multiple locations throughout the day, nor the complex relationship between
charging dynamics, battery degradation and longevity, and the ability to offer vehicle-to-grid (V2G) services.
We neglect all these factors. Complicated battery management systems will be required. The ability to charge
at multiple locations throughout the day would reduce the size of battery pack required for a given level of
daily usage, but we do not consider this.

Our assumption of one full charge/discharge cycle per day implies that there must be 1
365EF

4,1
t EJ of EV

battery pack capacity on the system at time t. As with grid batteries above though, imposing this condition
immediately would result in a large instantaneous jump in installed capacity, so again we assume the current
growth rate continues until the condition is met. Let the initial constant annual growth rate of these batteries
be gtransport

ST . Then

q
11,transport
t+1 = min

{
(1 + gtransport

ST )q11,transport
t ,

1
365

EF4,1
t+1)

}
, (21)
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and q11
t is now fully determined.

The methods we use here take account of the round-trip efficiency of batteries. First, in the case of trans-
port batteries, this is because the final to useful energy conversion efficiency of electricity in the transport
sector is 0.8 (see Table S4), so electricity requirements – and hence battery capacity too – have already been
scaled up to account for efficiency losses. Second, in the case of grid batteries, it is because the cost metric we
use to account for the costs of deployed battery systems ($/kWh) already accounts for battery efficiency. As
described in Cole et al. 83 , battery system costs are given in terms of dollars per usable kWh of battery storage,
and “usable kWh of battery storage means that round trip efficiency and depth of discharge are accounted
for in the price of the battery pack in dollars per kWh”. Therefore no further modifications are required.

3.2 Multi-day storage

We use flow batteries as a representative concept for multi-day storage. These have modular, extensible en-
ergy storage reservoirs, which make them a good candidate for bulk, multi-day (or even multi-week) storage,
with potentially good economies of scale∗ (see e.g. Ha and Gallagher 84 , Li et al. 85). In order to be specific and
use data relating to an existing technology, we consider Vanadium redox flow (VRF) batteries in particular.
These are at early commercialization stage, so there is only limited cumulative capacity and cost data that we
can use to calibrate Wright’s law.

As with short-term batteries, we assume that enough multi-day storage capacity is available to store some
fixed fraction, βLT , of the average daily variable renewable energy generation, 1

365 (q9
t + q10

t ) EJ. On days with
very productive weather, variable renewable energy generation covers demand and excess energy can be
stored and released over the next few days. We set βLT = 0.1 for high renewables scenarios and 0 otherwise.
Then the installed capacity of multi-day storage (i = 12) in year t is

q12
t+1 = min

{
(1 + ggrid

LT )q12
t ,

βLT
365

(q9
t+1 + q10

t+1)
}
. (22)

In the example above (S.I. 3.1), in which total generation is exactly 50% larger than final electricity and
variable renewable energy constitutes 85% of total generation, a value of βLT = 0.1 would correspond to the
ability to load-shift 3.06 hours of energy over several days (or indeed every day if required). This is not a
large amount of storage, but we include it to increase the diversity of options available. We assume that flow
battery system costs are given in terms of dollars per usable kWh of battery storage (as is the case for Li-ion
batteries above), so that battery system efficiencies are automatically included in the model.

3.3 P2X fuels for long term energy storage and hard-to-electrify applications

We use Power-to-X (P2X) fuels for long term energy storage and to serve energy applications that are hard to
electrify. Here we take this to mean the conversion of electricity from wind and solar PV to any of several
possible fuels, including hydrogen, ammonia, methane, methanol or others. (If carbon-containing fuels are
used we assume this can be done so that it is carbon-neutral). This is typically done by using electrolyzers to
convert electricity and water into hydrogen, and then if needed using the hydrogen that is produced to make
other fuels that are denser and easier to handle. These processes all exist commercially today, so there is no
doubt that they work and can be scaled up as necessary (see S.I. 8.7.1 for a discussion on the viability of the
scale up of electrolyzers required in the Fast Transition). The interesting development expected now though
is the introduction of cheap, scaleable renewable electricity to the process, which is likely to spur further
research and innovation in the field.

We assume that P2X fuel is used for two purposes. The first is for direct use in end-use sectors, to provide
a substitute for fuels such as diesel fuel in transportation, or coal in industrial applications where high-
temperature heat is needed, such as steel manufacture. The second purpose is to produce electricity when
there is a mismatch between supply and demand that can not be solved by battery storage, either due to long
spells of reduced VRE output, or seasonal variation in demand patterns, or both.

There are currently two leading technologies available for converting hydrogen to electricity: fuel cells
and direct combustion in gas turbines. Regarding the first of these options, one possibility is that reversible
electrolyzer/fuel-cells become widely available, so that the same fuel cell both makes electricity from hy-
drogen and converts hydrogen back into electricity when needed. Of the three main electrolyzer technology

∗However, their dependence on physical pipes and fluids may be a drawback when it comes to manufacture, installation and
maintenance, relative to more self-contained electronic technologies such as capacitors or other battery chemistries. This remains to
be seen.
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options currently available (AEL, PEM, SOEC, see S.I. 6.13), SOEC is reversible; alkaline and PEM fuel cells do
exist but as separate products from electrolyzers. SOEC is currently the most expensive of the three technolo-
gies, but its cumulative experience is very small (as is that of PEM), and its cost may well drop in line with the
others (or perhaps innovation will allow the others to develop reversible functionality). This bi-directional
setup is plausible because in a high renewables scenario a large quantity of P2X fuels will be produced when
excess renewable energy is available, but when backup is required the opposite will be true, so that the fuel
cell functionality will be available. Note that the quantity of P2X fuels for end-use sectors would be much
larger than the quantity of P2X fuels for grid backup in this case, so the requirement for electrolyzer capacity
would be much higher than for fuel-cell capacity. Since this eventuality is quite plausible, we could assume
that enough of the electrolyzers already included in our model are reversible (about one quarter would be
sufficient, see Figure S8 Panel H), so that there would be no extra cost involved in this method of electricity
generation. However, we do not rely on this, as there is another solution.

The other possibility is that gas combustion turbines are available for generating electricity from hy-
drogen. Direct combustion in gas turbines is appealing because natural gas power stations can easily be
converted to burn hydrogen instead, and there is very large capacity available. Gas turbine manufacturers
already sell turbines with partial hydrogen co-firing capability, and several major suppliers are in the process
of transitioning to 100% hydrogen burning capability.† Ammonia can also be combusted in turbines, though
combustion must be complete in order to avoid undesirable combustion products87.

We assume that gas turbines are used to generate electricity from P2X in our model. There is currently a
very large fleet of gas turbines, which will be required for at least the next 15 years in all scenarios. During this
period, as capacity is maintained or upgraded, it will become P2X-ready, so that as the transition proceeds,
a very large quantity of generation capacity will remain available. Furthermore, over this period, all capital
investments will be amortized, so that after around 2035, no capex costs remain. Recall, fuel costs, which are
the major cost component of gas-fired electricity currently, and are likely to remain so in future, are already
covered in the model. Thus we make the simplifying assumption that there are no further capex or opex costs
that we need to represent to capture this energy conversion.‡

Perhaps in reality a combination of reversible fuel cells and combustion turbines will be used, depending
on location and specific system requirements. Whichever path ends up being taken, we can assume that
all associated capital costs are already included in the model, either in the electrolyzer costs or the fully
amortized gas turbine costs. It would be possible to extend the model further to include some relevant cost
component here explicitly, but we exclude it now for simplicity. We believe these costs are so small relative
to other model components that they would barely impact the final results.

Regarding storage, transmission and distribution of P2X fuels, many options are in use already today,
and we argue that total infrastructure costs would be no higher than total fossil fuel infrastructure costs in
an equivalent scenario. Hydrogen is cheaper to make than denser P2X fuels, but more expensive to handle,
so whether or not to upgrade it to ammonia or methane etc. will depend on the exact application and cir-
cumstances. Hydrogen liquifies at -253◦C, so liquifaction is usually not an economical route, but ammonia
liquifies at -33◦C, which is very manageable. We summarise the most important points here, but for many
more details see IEA 26 , IEA 89 , WEC 27 , Blanco and Faaij 57 .

3.3.1 P2X fuel storage

Hydrogen is currently stored as a gas or liquid in tanks for small-scale applications, but geological storage,
which is used for natural gas today, would be required in a high hydrogen scenario. Salt caverns are the best
solution for bulk hydrogen storage and have been used to store gaseous hydrogen since the 1970s, at high
efficiency (98%) and very low cost (around 0.2 $/kWh, at least an order of magnitude less than pumped-
hydropower storage57). An average size salt cavern is able to store 3 TWh of hydrogen, and Germany alone
has 170 salt caverns that are currently used to store natural gas. The global potential for salt cavern capacity is
well above global energy storage requirements. However, they are not available in all locations, so alternatives
would also be required. Depleted fossil fuel reservoirs and aquifers are already used extensively for natural

†All EU turbine manufactures have committed to 100% hydrogen capability by 203086.
‡As a brief reality check, observe that the EIA’s 2021 AEO88 reports that for combined cycle gas turbines in the US, out of a total

LCOE of 34.51$/MWh, levelized capex accounts for 7.00$/MWh (20.3%), levelized fuel costs are 24.97$/MWh (72.4%), levelized
transmission costs are 0.93$/MWh (2.7%), and levelized fixed operations and maintenance (O&M) costs are 1.61$/MWh (4.7%).
The latter is the only component that would not be included in our model after a transition to P2X fuels. In the Fast Transition,
approximately 5 PWh of final electricity comes from P2X fuel per year after 2050 (and almost none before that, see Figure S8 Panel
K). At 1.61$/MWh for levelized O&M costs, this would translate to around $8 billion per year, which is around 0.1% of the expected
$6-8 trillion of annual expenditures included in the model (see Figure S45).
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gas storage, and this may also be possible for hydrogen storage, but this is uncertain due to lack of experience
with this method. If low cost geological hydrogen storage is not an option in a given region then ammonia,
methane, or methanol may be good solutions.

Ammonia is much denser than hydrogen, and is generally much easier to handle and store. Typical large
tanks store around 30,000 Mt, or 190 GWh (in terms of reformed hydrogen), and storage is very low cost, at
around 0.1 $/kWh90, making it an excellent candidate for a large-scale energy carrier. The global ammonia
supply chain already manages very large volumes and could be the basis for the huge volumes of P2X required
in a zero carbon energy system.

3.3.2 P2X fuel transmission and distribution

Pipelines are efficient for bulk transportation at short to medium distances (up to 1500km), and there are
thousands of kilometres of hydrogen and ammonia pipelines already in use around the world. This is an
especially good solution for industrial hubs, where very large quantities of energy are used and technology
coordination is easier. A well-established network of hydrogen pipelines already exists in North-West Europe,
originating at the Port of Rotterdam, which is reshaping itself to become a low carbon industrial hub.

The total cost of transmission of hydrogen by pipeline is around double that of natural gas, per unit of
energy91. This is due to the variable running costs of the extra compressors required to deal with the low
density of hydrogen, and the capital costs of the compressors themselves. However, pipeline construction
costs are about $1million/km for both natural gas92 and hydrogen93, as they depend mostly on labour, terrain
and location. Construction costs vary greatly due to these three components alone94. Modern natural gas
distribution networks can also be used to transport hydrogen with only minor upgrades95,96. A recent study
found that retro-fitting the existing low pressure gas distribution network in Leeds, UK, would cost around
£10,000 per kilometre of pipeline, far less then the cost of new pipelines97. New ammonia pipelines are
cheaper than new hydrogen pipelines.

For longer (intercontinental) distances, ammonia is already transported by sea in chemical tankers and liq-
uid petroleum gas tankers. These are more expensive than basic oil tankers due to refrigeration requirements.
Liquified hydrogen can be transported in ships similar to today’s current LNG tankers (though presumably
at similar, relatively high cost), and the first such ship was launched in Japan in 201998.

In summary, all of technologies required for storing and distributing hydrogen, ammonia and other P2X
fuels already exist, mostly in commercial operation, though at much smaller scale than the existing fossil
fuel network. There may be cost penalties associated with certain modes of storage and transport due to hy-
drogen’s low density (e.g. long term storage in small quantities), so patterns of use and storage may change,
though even this is uncertain when one considers the potential for technological improvements over the next
few decades (e.g. Jensen et al. 99 and Butera et al. 100 consider reversible SOEC electrolysis with integrated
methanation and natural gas storage). In any case, once scaled-up, it is likely that overall storage and distri-
bution costs per unit of energy delivered would be broadly the same as those for fossil fuels delivered through
the existing network, in both cases accounting for only a small fraction of delivered energy costs. Neverthe-
less, we conservatively assume that P2X infrastructure costs remain at their current levels, 2-3 times the cost
of fossil fuel infrastructure, so that a P2X distribution network of a given size costs the same as an oil and gas
distribution network 2-3 times the size.

The P2X sector in our Fast Transition scenario is, in 2070, just under half the size of the combined oil
and gas sectors in the No Transition scenario, so it is safe to assume that total infrastructure installation,
modification and upgrade costs for P2X fuels are at most roughly equal to total maintenance, upgrade and
expansion costs incurred in the No Transition scenario. We therefore exclude both fossil fuel and P2X fuel
infrastructure costs from the model.

3.3.3 P2X fuel quantity

We now calculate the quantity of P2X fuel required in each scenario. Recall that the maximum proportion
of nondispatchable generation sources (wind and solar) in the electricity mix in the long run is given by
ψ9 + ψ10 (these values are scenario-specific). We now define a new scenario-specific variable, θ, which is
the fraction of final electricity generated annually from wind and solar that must be delivered via P2X fuels
rather than directly from a generating source. This is because we expect there to be long periods of reduced
solar and wind output that must be compensated for by some other means of generation. If in a given year
the quantity of final electricity is X EJ, then a maximum of (ψ9 +ψ10) ×X EJ of final electricity comes from
wind plus solar. We specify that, after all major transition dynamics have occurred (i.e. from around 2060
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onwards), (1−θ)×(ψ9+ψ10)×X EJ of electricity comes directly from generation or batteries, but the remaining
θ × (ψ9 + ψ10) × X EJ must be generated from P2X fuels made from wind and solar. We must then generate
enough extra electricity from these sources to be converted to P2X fuels to cover the θ × (ψ9 +ψ10)×X EJ of
final electricity.

The choice of θ depends on the scenario. Historical weather data for Great Britain shows that a lull in
wind output of three weeks is around the maximum challenge a very high renewables grid there would likely
face101. Grams et al. 73 classify different weather regimes in the Atlantic-European region, and consider
the resulting large variations in wind and solar output, that last “several days or a few weeks” and affect
neighbouring countries. However, they show that by locating European wind farms strategically far apart,
effectively in different weather subsystems, the variability in total output can be almost entirely eliminated.
Using such data to inform wind power planning decisions is an effective way to manage output on multi-day
and longer timescales.

We assume that such results are broadly representative of all global regions. We assume that multi-week
lulls in VRE output may occur, and so we specify that in a very high renewables scenario there must be enough
P2X fuel stored to cover one month’s worth of final electricity each year (θ = 1/12). In a medium renewables
scenario, only one week must be covered (θ = 1/52), and in a low renewables scenarios no P2X fuels coverage
is required (θ = 0).

Currently no P2X fuels are used in the grid, so we need to gradually phase in the quantity of final elec-
tricity provided via P2X fuels. For this we use our growth model again (Eqs. 1 and 3), with initial value 0,
final value 1, and a phase-in period of tP2X grid years. This scenario-specific time value is chosen to roughly

reflect the speed at which renewables are phased in. Let the resulting phase-in curve be called Π
P2X grid
t . The

quantity of electricity that must be provided using P2X fuels as a source is therefore

θ
(
ψ9 +ψ10

)
EF4,total

t min
{
Π

P2X grid
t ,1

}
. (23)

Both methods that we consider for converting P2X fuels to electricity currently have conversion efficiency
of around 50% (combusting hydrogen in gas turbines has the same efficiency as when burning natural gas,
and see Staffell et al. 96 for fuel cell efficiencies), so the quantity of P2X fuels required is twice the quantity of
electricity given in Eq. (23). We conservatively assume that this conversion efficiency does not improve, and
thus assume that the total quantity of P2X fuels required throughout the system in year t is the sum of all
end-use P2X fuels and grid backup P2X fuels:

P2Xt = EF5,total
t︸   ︷︷   ︸

Direct use

+ 2×θ
(
ψ9 +ψ10

)
EF4,total

t min
{
Π

P2X grid
t ,1

}
︸                                                 ︷︷                                                 ︸

Electricity backup

. (24)

3.4 Verifying electricity system reliability

Shaner et al. 71 performed a detailed study assessing the geophysical limits on solar and wind generation in
the US, based on 36 years of weather data. A recent follow-up study using 39 years of resource data ex-
tended the analysis to 42 countries worldwide72, and we primarily use this to verify the reliability of our
modelled system. They investigated how grid reliability depends on (1) the wind/solar generation mix, (2)
annual wind/solar over-generation (above annual final electricity demand), (3) storage of varying durations,
(4) interconnection (aggregation of resources over large areas), and (5) sensitivity of the results to changes in
demand pattern in future, in particular a high electrification scenario. The study assumes perfect electricity
transmission, with no losses or constraints, so, as with all modelling exercises, does not represent real-world
conditions perfectly. Nevertheless, the results likely provide a very good indication of the approximate re-
quirements, so we use them to verify that our assumptions regarding quantities of storage and electricity
generation are likely sufficient to provide very high levels of grid reliability.

The study showed that without any storage or excess generation, solar and wind (in the appropriate ratio)
can likely meet 72-91% of final electricity demand in all countries considered (83% on average). In this case
the remaining 9-28% of demand must be met by dispatchable generation sources. However, adding 3 hours
of storage (i.e. 12.5% of average daily electricity demand), allows solar and wind to meet 80% or more of
demand in all but 1 country. Adding 12 hours of storage (50% of daily demand) pushes this figure to around
82% for all countries (though for most the value is around 90%). If instead (again with zero storage), one
installs enough solar and wind capacity such that their annual electricity generation is 150% of the aggregate
annual final electricity, then at least 82% of final energy can be met by solar and wind alone (with most
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countries at 90% or more). A similar picture emerges in the case of adding interconnection between countries
and regions. When these grid flexibility options are combined (in various combinations), solar and wind are
easily able to meet well over 90% of final electricity demand in all countries (often near 100%).

The question arises, though, of the character of the unmet demand – how long duration are the unmet
demand gaps? If one considers, for example, periods of supply in which only 10% of final energy are met by
solar and wind, what are the longest such gaps? At 150% of annual generation and 3 hours of energy storage,
but no extra interconnection, the longest duration gaps over which around 90% of power supply from solar
and wind is unavailable, are in almost all cases at most on the order of a few hours to a few days. The only
exception in the countries studied is South Korea, with a gap of around 600 hours, which is less than a month.

The most challenging situation we consider is the Fast Transition scenario (Figure S8, Panels E-J). From
2050 onward there is enough dedicated daily grid storage capacity in this scenario to store 40% of daily final
electricity, or around 10 hours (daily grid batteries plus multi-day storage – the latter can of course be cycled
daily as required). (Including the stock of EV batteries would take the total daily storage to around 60% of
daily final electricity, but we don’t rely on this, we simply note that there is potential here for large cost sav-
ings if this was used instead of dedicated grid storage.) In addition solar and wind generation reaches 100%
of final electricity demand by 2040, 130% in 2050, then 139% after this.∗ The Tong et al. 72 study indicates
that in a pure solar, wind and battery system, batteries of either 3 or 12 hour duration, plus overgeneration
of 100-150% will likely achieve grid reliability well above the 90% for all countries. However, the Fast Tran-
sition scenario is not a pure solar, wind and battery system – at least 20% of final energy is always supplied
by dispatachable sources of hydropower, biopower, nuclear and P2X-fired generation (see panels F and M
of Figure S9). According to these results then, the combination of storage, overgeneration, and (non-P2X)
dispatchable power that we include in the Fast Transition scenario should alone ensure reliability well above
current regulated requirements at all stages of the transition (99.97% in the US).

In addition to this already sufficient level of technology deployment, note that we also assume that enough
P2X fuel is available to cover a whole month’s worth of solar and wind’s combined contribution to final elec-
tricity (which is easily enough to cover all the gaps identified in the 39 years of data used in the above study,
if for some reason all the other flexibility options already included failed). Furthermore, in our model we as-
sume a 12 year lifespan for daily grid batteries and a 10 year lifespan for EV batteries. However, performance
requirements for bulk energy storage in grid applications are significantly lower than for transport applica-
tions, and old batteries will continue to function at lower performance for much longer than this, perhaps
another 12 years. Therefore we anticipate very large quantities of second-hand batteries being available for
grid applications, at lower costs than those in our model. Thus both our cost and reliability estimates are
conservative.

For a different perspective we now compare this to the evidence presented in Blanco and Faaij 57 . They
review 35 different studies on energy storage size requirements. There is a wide range of different views.
To reach a VRE penetration level of 80-94% of annual electricity demand, all but one of the 26 relevant
studies estimated that storage size of around 0.01% to 1.6% of of annual electricity demand is required (these
only considered the power system, though two also included heat coupling). For Renewable Energy Source
penetrations higher than this (i.e. not just VRE), 79% of the 33 relevant studies estimate that storage size
ranging from 0-4% of annual energy demand is sufficient (less than 15 days per year), rising to 6.4% (23
days) if 91% of studies are considered. By comparison, we are assuming one month of P2X grid backup,
which corresponds to 8.3% of annual final electricity (note that P2X used in all other sectors can be stored
essentially as long as required, so this is not a problem). Only two of the 35 studies estimate that significantly
more than this is required (17 days more), but the strong limitations of these studies are described in the
review paper. Despite the highly varied nature of the models, regions and technologies covered in Blanco and
Faaij 57 , the evidence strongly suggests that our Fast Transition scenario includes enough storage to surpass
even the most pessimistic estimates.

It is important to understand that the reliability constraints modelled in Tong et al. 72 already include
long-duration energy storage and network expansion requirements for locations where a significant seasonal
mismatch exists between VRE output and energy demand, and so by extension, we believe global seasonal
storage requirements are met in our model. As a reality check on this claim, we estimate the scale of the
demand variation challenge in isolation. Note that the only part of the energy system to exhibit significant
seasonal demand variations is the buildings sector, due to heat and cooling requirements. Neither transport,
nor industry, nor the energy sector exhibit significant seasonal demand variation (see Victoria et al. 63 for the

∗Note that in our model “overgeneration” does not result in any curtailment or wasted energy since the large quantity of electric-
ity that does not go straight to the grid or battery storage is used to produce P2X fuel.
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European data). As shown in Table S4, the buildings sector (including residential and industry) currently
accounts for 24% of final energy demand and 34% of useful energy. So we might expect buildings to account
for around 30% of the future energy system. Then, the only highly populated regions currently subject to
significant mismatch between seasonal supply and demand are North America and Europe (though there are
of course some other sub-regions or countries that could be included). These regions currently account for
around 15% of the global population, 31% of primary energy consumption, and (very roughly) half of global
GDP (though their population, GDP, and energy consumption relative to the rest of the world is likely to de-
crease over the coming decades as developing countries are generally growing faster in all three metrics)102.
Thus, only approximately 10-20% of the global energy system (i.e. only the buildings sectors of North Amer-
ica, Europe, and other sub-regions) will have to cope with strong seasonal demand variation. This is a only a
relatively small fraction of the global energy system.

For a second reality check on seasonal demand variation, we refer to Victoria et al. 63 , in which a sector-
coupled model of the European power system was studied. Although the technologies used and model design
are quite different to ours, around 550 hours (i.e. 23 days) of long-duration thermal energy storage was re-
quired in the very low emissions system studied. This is comparable to our month’s worth of backup P2X
storage. However, again, our model includes one month of backup P2X storage to cover final electricity in all
sectors of the energy system, not just heat demand, and all regions. We therefore estimate that our P2X store
is around 3 times larger than that identified as necessary in the above study (and is available in all regions if
required, not just those with very cold winters).

Comparing different technology strategies and levels of deployment is difficult due to the array of options
and interactions and different metrics and methodologies used in the various studies. We have used evidence
from both the geophysical constraints perspective and the energy model literature perspective to produce
a solution that appears to satisfy all energy demand requirements. We have designed the Fast Transition
scenario so that it has more than enough storage capacity to meet all system demands – it has both the
levels of short-term storage, over-generation and flexible generation to meet reliability standards from the
geophysical perspective, and the level of long-term storage required to cover long lulls in variable renewable
energy output. No further grid expansion, interconnection, or LDES additions are required.

The Fast Transition scenario has around 38 EJ of P2X fuel available for electricity generation in 2050
(producing over 5000 TWh of electricity), rising to 66 EJ in 2070 (producing over 9000 TWh of electricity).
This is in addition to 100-150 TWh of short term grid storage, plus an equivalent amount of EV battery
packs. For comparison Heide et al. 103 and Rasmussen et al. 104 estimated storage needs in Europe of around
480 TWh and 320 TWh respectively; several other studies estimated regional storage needs in the hundreds
of TWh also; and Pleßmann et al. 105 estimated global storage needs of around 7180 TWh. Thus our method
produces quantities of storage technologies that comfortably surpass estimates found in the literature, and
our lack of precision in specifying the exact operational details of the electricity system in our model is
more than compensated for by the massive oversupply of technologies able to meet all electricity and energy
demands.†

3.5 Electricity adjustment for hydrogen

We assume all P2X fuels are made by electrolysis. The conversion efficiency of electrolysis is currently around
60% for PEM and 75% for SOEC, and the expected future values are around 70% and 90% respectively26.
We assume a constant value of 70%, so that around 1.43 EJ of electricity is required to make every exajoule
(LHV) of P2X fuels in the model. The total quantity of electricity generation (from energy inputs) required
by the system is the sum of final electricity from non-P2X sources, and electricity used for electrolysis:

Elect = EF4, total
t︸   ︷︷   ︸
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3.6 Electrolyzers

Next we calculate the quantity of electrolyzers required to produce all the P2X fuels. Electrolyzers are quan-
tified in terms of their nameplate power capacity – the rate at which they can take electrical energy and
produce hydrogen. They are usually described in terms of kW (i.e. kWh/hour) but we use units of EJ/hour

†The Slow Transition scenarios rely far less on non-dispatchable sources of generation, while still having significant storage
capacity, so easily meet very high reliability standards.
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in order to align with the units used for all other technologies. We assume that the fleet of electrolyzers in-
stalled has on average a 50% utilisation rate, so they operate for half of all hours each year.‡ As above, we
assume electrolyzer efficiency of 70%. Therefore, in order to produce the quantity P2Xt EJ of P2X in year t
(given in Eq. 24), the total capacity of electrolyzers available on the system must be 1

0.5 ×
1

0.7 × P2Xt EJ/year.
Electrolyzers are assigned technology index 13 in the model, so, in units of EJ/hour we have

q13
t =

1
24× 365× 0.5× 0.7

P2Xt (26)

This is the installed capacity of electrolyzers implied by the quantity of P2X fuels demanded in the scenario.
Note that there are no scenario-dependent parameters involved in this calculation, it is determined fully by
the quantity of P2X fuels and the capacity factor assumption.

3.7 Electricity networks

Electricity conversion, storage and generation technologies are represented explicitly in our model, via elec-
trolyzers (S.I. 3.3, S.I. 6.13), two types of battery (S.I. 3.1, S.I. 3.2, S.I. 6.12), and seven different types of
generators. These all depend critically on the existence of well-functioning electricity networks. We use
the terms “electricity networks” and “power grid” (or just “grid”) interchangeably, and use them to mean
transmission lines, distribution lines, substations, control systems, and any associated infrastructure, but not
generators.

We model power grid costs in a slightly different way to all other technologies in the model. This is
because suitably detailed historical data on electricity network costs are not available, so we are unable to
make probabilistic cost forecasts as with other technologies. Instead, we use a simple strategy that allows
us to make best use of the variables and data already in the model, as well as the limited power grid cost
data that is available: we model the power grid as a system with two distinct capabilities that represent the
main differences across scenarios: size and flexibility. (This approach is similar to that used in the IEA’s World
Energy Model13 and the REMIND integrated assessment model106.)

First, the grid must be able to deal with the sheer quantity of electricity in use in the economy – we call this
the size component. This can be thought of as the power lines, transformers and various pieces of physical
equipment we are used to seeing in the grid today (but as we have already said, excluding generators). This
component reflects not only the distance the grid spans, but also the power capacity of the system (i.e. the
“thickness of the wires”), and scales roughly with the total amount of electricity generated by the system each
year.

Second, the grid must be able to balance supply and demand reliably – we call this the flexibility com-
ponent. This can be thought of as the control systems and many other technologies that provide flexibility
to the grid (on both the supply and demand sides), ensuring adequate resources are in the right locations at
the right times. This component will vary dramatically between different scenarios, depending on the level
of variable renewable energy (VRE) sources on the system.

We use two different methods to model the two components across scenarios. Since batteries, P2X produc-
tion, and P2X grid backup generation are already included in the model, we use these to model the flexibility
component. To model the size component, we estimate the costs required to scale up the grid to cope with
more electricity in the economy, assuming all VRE integration issues are covered independently. As with all
our modelling choices, this strategy is chosen for its simplicity, and because it allows us to use longer, more
reliable data sets to calibrate as much of the model as possible.

3.7.1 Grid flexibility

We first describe in more detail how we model the flexibility component. The power grid allows electricity
to be delivered on demand whenever and wherever it is required, constantly matching supply and demand,
at all times and in all locations of the grid. Historically this balance has been maintained primarily by two
methods: grid connections, which allow power to be transmitted and smoothed over space; and dispatchable
electricity, which allows power to be shifted over time, by generating electricity on demand from energy
stored in fuels and hydroelectric dams. However, dispatchable electricity as it existed historically was just one

‡We pick this central value here for parsimony. However, note that electrolyzers would likely be placed in locations with the
cheapest, most reliable combinations of wind and solar, which may allow higher utilisation rates. In addition, there will likely be so
much battery storage on the system that load-shifting over hours and days will be possible, again allowing for utilisation rates above
50%, so this assumption may well be pessimistic.
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particular, combined method of performing both energy storage and electricity generation.§ Now that both
nondispatchable electricity sources (wind and solar) and standalone electricity storage solutions (batteries
and electrolyzers) are available, there are many more possibilities for how to organise the grid. Since these
technologies have never existed at scale though, it is not known yet what the best configuration will be.¶

Several additional tools for managing the power grid also exist, as described in S.I. 3, but we focus on grid
extensions and energy storage here, as these are likely to be the most important elements of grid management,
and are sufficient to form a simple upper bound on the costs of VRE integration requirements in all scenarios.

Grid extensions, upgrades and interconnections between distant locations allow solar and wind electricity
to flow from sunny and windy regions to dark and windless regions as it is generated. Energy storage allows
solar and wind electricity to be stored and used later. While it is clear that storage and grid extensions are
to some extent substitutes, the exact extents, given different resources and demand characteristics, are not
yet known.∥ Many studies have investigated how to incorporate nondispatchable generation sources into
the grid at large scale77,108. These studies have consistently concluded that storage is a more expensive
solution than extending grids to cover larger regions to make use of greater resource diversity. As with all
energy models though, this conclusion follows directly from assumptions about future energy technology
costs, which, as shown in Figure 3, have often been highly inaccurate. Despite this current consensus, our
strategy for modelling power grid flexibility costs is based around ensuring that very large quantities of
energy storage are available whenever high levels of nondispatchable generation are present in a scenario.

We choose this storage-focused approach for two reasons. First, high quality historical data for power
grid extension and interconnection technology costs are not available, so we are unable to make empirically-
grounded cost forecasts as we are with other technologies (in contrast, we have much better data for storage
technologies, so we can reliably forecast their costs). Second, since bulk storage is believed to be far more
expensive than grid extensions, our resulting system cost estimates should be upper bounds on the cost of
high renewables scenarios, since cheaper, grid-extension-based (or hybrid) solutions will likely be possible.

The details of how much battery and electrolyzer capacity are assumed in high VRE scenarios are shown
in S.I. 3. In summary though, the Fast Transition scenario has enough utility-scale storage capacity to store
around 7 hours of global final electricity each day, to deal with the diurnal cycle of solar power. It also has
an additional 5 hours of global final electricity of storage per day in the form of EV batteries, which may be
charged flexibly, as and when resources allow. Finally, enough excess electricity is generated to make P2X
fuels for all hard-to-electrify applications, and to provide backup power for all electricity grids globally for
one month (in terms of final electricity delivered), in case there are long lulls in solar and wind generation.

The costs of all these technologies are already included in the total system cost calculation. To get a sense
of their scale, using a discount rate of 1.4%, and including costs through 2070, the median discounted expen-
ditures on all grid batteries included in the Fast Transition scenario sum to 16.3 tn$(2020) and the discounted
expenditures on electrolyzers required to make P2X fuel total 3.4 tn$(2020). These sum to a discounted value
of 19.7 tn$(2020) for flexibility-providing technologies in the Fast Transition scenario. In contrast, the No
Transition scenario has none of these extra technologies (and incurs no extra expenditures), because it main-
tains the current power generation mix, so all generation is dispatchable. Thus, via the explicit representation
of several key storage technologies that facilitate VRE integration, our model covers the flexibility component
of power grid costs in all scenarios.

3.7.2 Grid size

To deal with the size component of power grid costs, we estimate how much it would cost to scale up the
current, dispatchable-generation-focused power grid to serve the different levels of electricity generation
present in different scenarios. (Scenarios are shown in detail in S.I. 4.) The baseline, to which we compare all

§For example, coal-fired electricity generation consists of a large heap of coal, which performs the energy storage function, and
coal combustion, which performs the electricity generation function. The coal power system inherently includes both elements, but
they can now also be done separately, e.g. via PV and batteries.

¶Distributed solar, storage and micro-grids are likely to be a prominent part of the most cost-effective solution. For instance,
recent grid modelling efforts in the US have suggested that a configuration with significant local distributed solar and storage could
save the US almost half a trillion dollars in system costs by 2050107.

∥For example, consider a system with only PV and wind generators. In a large region with very little wind, grid connections
are not a good substitute for storage, because no matter how many power lines we build, we can not access overnight wind power
from far away locations to meet overnight electricity demand. The only option available for overnight electricity would be PV plus
batteries. But in a large region with lots of highly dispersed wind, we can build power lines to access overnight wind power, so that
both PV-plus-batteries, and PV-plus-wind-plus-grid are technically feasible. In this case grid extensions and storage are to some
extent substitutes.
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scenarios for this process, is the Historical Mix scenario, because the historical power grid cost data that we
use applies only to this generation mix – any extra grid costs associated with increased levels of electrification
of the energy system, relative to this baseline, must be accounted for in the model. Both Fast and Slow
Transition scenarios have much higher levels of electrification, so require substantial extra grid investments,
but the No Transition scenario is very similar to the Historical Mix, so the cost differences are minimal.

In the Historical Mix scenario, electricity supply continues to grow steadily to meet a growing global
demand. New grids will be built for the many parts of the world that are currently under-served, and rou-
tine network upgrades and replacements will be performed as outdated infrastructure is retired everywhere.
Investments in upgrading and extending grids are therefore required in similar proportion, relative to the
economy, as they were for past investments. In the Historical Mix scenario, final electricity and total electric-
ity generation both scale up from from 26.9 PWh/yr in 2021 to 71.1 PWh/yr in 2070, a factor of 2.6 (Figure
S6, panel E). In contrast, the Fast Transition has a much faster increase in solar and wind generation, which
is used both to provide much more final electricity (either directly or via batteries) and to convert energy to
P2X fuel for storage and other uses. In this scenario final electricity in 2070 is 133.2 PWh/yr, which is 5.0
times the 2021 value (i.e. 1.9 times the 2070 Historical Mix value) (Figure S8, panel E). Total generation (from
energy inputs) in 2070, which also includes the electricity used to make P2X fuels, is 208.6 PWh/yr, which is
7.6 times the 2021 value (i.e. 2.9 times the corresponding Historical Mix value).

The Fast Transition scenario therefore represents an expansion of final electricity by a factor of 1.9, and
an expansion of total generation by a factor of 2.9, relative to the Historical Mix. Now, in terms of circuit
miles, 90% of the power grid is the distribution system, the function of which is to deliver final electricity
to end-users (as opposed to the 10% that is the transmission system, see below for further details). Hence
final electricity is most likely the best way to measure the scale-up in power grid infrastructure required.
However, in our spirit of making conservative assumptions, we use the larger total generation scale-factor as
the basis for estimating grid infrastructure expansion, and how much this will cost.∗∗ We now describe how
we estimate how much the increase in grid size would cost in each scenario.

First consider the Historical Mix scenario as a baseline. The IEA’s World Energy Investment reports109,110

provide data on global annual investments in electricity networks from 2012-2021. The average value over
this period was around 280 bn$(2020)/yr. On average 69% of investment was in the distribution system and
31% was in the transmission system. These values remained fairly stable over the period considered (they
are all within 10% of the mean). To model grid costs in the Historical Mix scenario we assume that annual
investments simply scale in proportion with total electricity generation. In other words, we take the annual
investment per unit of electricity generation to be a constant,

cgrid =
280 bn$(2020)/yr

26.9 PWh/yr
= 10.4 bn$(2020)/PWh. (27)

Then, with total generation ElecHistorical Mix
t (as defined in Eq. 25 above), annual grid investments at time t are

given by
Grid invHistorical Mix

t = cgrid ×ElecHistorical Mix
t . (28)

Hence we model annual investments increasing, from 280 bn$(2020)/yr, by a factor of 2.64 by 2070, to 739
bn$(2020)/yr. These annual investments represent the baseline costs of replacing, upgrading and extending
power grids in the Historical Mix scenario between now and 2070.

To estimate the extra expenditures that would be required in the Fast, Slow, and No Transition scenarios,
over and above those in the Historical Mix scenario, we must consider how the grids would differ. In these
scenarios, the same annual investments will be made on building, extending and improving grids for under-
served nations as their economies develop, and replacing old grid infrastructure in developed economies. The
primary difference between these grids (especially the Fast/Slow Transition grids) and the Historical Mix grid
is that during the replacement and extension processes, that will happen anyway, the new infrastructure will
be built with greater capacity, in order to transfer more net energy, to supply the increased electrification of

∗∗It seems likely that using total electricity generation to estimate the required power grid infrastructure scale-up will result
in an overestimation of costs. This is because P2X production on the scale seen in the Fast Transition scenario will require large
industrial production facilities, which will most likely be co-located and optimised with large generating capacity, and perhaps also
batteries. These facilities will not involve the complex, high-density network of distribution lines, substations, and land and building
constraints that characterise the delivery of final electricity to the economy more generally. Instead they will likely require fewer,
simpler, transmission lines. As explained in more detail below though, around 90% of power lines and 80% of grid expenditures
are at the distribution level. Without these expenditures, costs are likely to be much lower. Hence, the quantity of final electricity
delivered probably gives a better indication of grid investments required.
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the economy. The number of end users will be approximately the same, they will simply receive more energy
through upgraded wires.

There are two main ways to increase the capacity of the grid: install more lines (known as increasing the
number of circuits), or install higher voltage lines. The latter allows higher power flow through the lines,
resulting in higher net energy transfer. To estimate how much these alternatives cost, we must consider the
transmission and distribution (T&D) grids separately. Distribution lines are low voltage (around 2.5kV to
34.5kV)111, relatively cheap, and numerous. Transmission lines are medium, high, or extra high voltage
(around 34.5kV to 1000kV)111, more expensive, and far less numerous. There are about 10 million km of
distribution lines in the European Union, which constitute 97% of all power lines there112. In the US there
are around 6.3 million miles of distribution lines, and 700,000 circuit miles of transmission lines113,114.
Transmission systems typically cost around 5 to 10 times the cost of distribution systems, though the specific
details of each project (terrain, land costs, material requirements etc.) have a large impact on final costs115,116.

We must now estimate how much it costs to increase the capacity of the transmission and distribution
parts of the grid separately. The distribution component is straightforward. As stated in Short 117 , the cost
of a 34.5kV distribution network is around 1.05-1.25 times the cost of a 12.5kV distribution network. Thus
we can install distribution grid equipment with around three times the voltage (and hence capacity) for 1.15
times the cost on average (i.e. the midpoint of the range given).

Increasing grid capacity at the transmission level is a little more costly. To estimate this we use cost tables
published by the Midcontinent Independent System Operator116 and the Western Electricity Coordinating
Council118. These tables describe the approximate costs per mile of constructing new transmission lines of
various types and voltages, in various locations in the US. For example, MISO 116 states that in Illinois, to build
a single circuit transmission line at a voltage of 69kV, 115kV, 138kV, 161kV, 230kV, 345kV, or 500kV, costs
approximately 1.4M$/mile, 1.5M$/mile, 1.5M$/mile, 1.6M$/mile, 1.7M$/mile, 2.8M$/mile, or 2.9M$/mile,
respectively. Thus it is possible to build a 138kV line instead of a 69kV line (i.e. double the voltage) for just
1.07 times the cost in this case. Similarly the voltage may be tripled, to 230kV, for just 1.21 times the cost of
a 69kV line. (Similar tables are given for upgrading or building new substations, but the cost ratios are very
similar to those for transmission lines, so we focus only on the latter here.)

To summarise these tables, MISO 116 estimates that installing double circuit transmission lines (i.e. dou-
bling the number of lines along which power can flow) costs around 1.40-1.75 times the cost of single circuit
transmission lines (the variation is due to different voltages, locations, terrain etc.). Doubling the transmission
voltage costs around 1.15-1.80 times the base cost. Tripling the transmission voltage costs around 1.20-2.10
times the base cost. Similarly, WECC 118 estimates that the circuit-doubling and voltage-doubling cost scale
factors are around 1.6 and 2.0, respectively, though this report only considers voltages at the higher, more
expensive end of the range (unlike the MISO report, which considers lower voltages too)††. Averaging the
MISO and WECC estimates for circuit-doubling and voltage-doubling yields a cost factor of 1.66. Therefore
we can install transmission grid equipment with around twice the capacity for around 1.66 times the cost.

As described above, MISO 116 estimates that tripling the voltage costs on average only a little more than
doubling it (a factor of 1.65, compared to 1.48). However, this factor of 1.65 is very close to the average
capacity doubling factor of 1.66 (since circuit-doubling is cheaper than voltage-doubling). But we expect
tripling to cost more than doubling, so we need to increase this factor. To do this we observe that the average
WECC doubling factors are slightly higher than the average MISO doubling factors (1.80 vs. 1.53). Hence
we take the average tripling-to-doubling ratio from the MISO data (1.65/1.48 = 1.12), and apply it to the
WECC-MISO-averaged doubling factor of 1.66. This results in an estimated tripling factor of 1.86. Therefore
we estimate that we can install transmission grid equipment with around three times the capacity for around
1.86 times the cost, on average.

Now, since distribution systems are much cheaper but more abundant than transmission systems, we must
apply the different T&D scaling factors to each component separately. As stated above, 69% of annual invest-
ment on electricity networks is spent at the distribution level, and 31% at the transmission level. Therefore,
in order to triple the network capacity of any potential infrastructure investments, we apply the factor 1.86 to
transmission expenditures, and the factor 1.15 to distribution expenditures, yielding a total T&D cost scaling
factor of 1.37 (i.e. 0.69× 1.15 + 0.31× 1.86). This gives

c
triple capacity
grid = 1.37× cgrid = 14.9 bn$(2020)/PWh. (29)

Finally then, to upgrade the grid from the Historical Mix scenario grid to those required in the Fast/Slow/No
Transition scenarios, we assume that as routine extension and replacements are made, some fraction of these

††The WECC report does not consider voltages low enough to allow tripling, so we are unable to provide this figure.
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are built at triple capacity (either through circuit or voltage upgrades), at 1.37 times the cost. This fraction
is determined by comparing the total electricity generation in the different scenarios. Since total generation
in the Fast Transition scenario is nearly three times that in the Historical Mix scenario by 2070, almost all of
the investments will need to be made at the higher level. The fraction of the Historical Mix grid that must be
tripled is given by

1
2

(
Elecscenario

t −ElecHistorical Mix
t

)
. (30)

This is shown graphically in Figure S4.

Figure S4: Scaling up the power grid to cope with the quantity of total generation in the Fast Transition, as
compared to the Historical Mix, does not simply require more power lines, but also higher capacity power
lines. This is because the number of end-users in both cases is the same, they simply receive more electricity
through upgraded wires. The shaded black region shows the fraction of Historical Mix power grid invest-
ments that must be made at the higher, capacity tripling level (ctriple capacity

grid ) in the Fast Transition scenario, in
order to increase the capacity sufficiently. The dotted lines show both the “+” and the “-” parts of the mathe-
matical formula in order to emphasise geometrically the construction of the fraction of grid investments that
must be tripled – the three segments are of equal size, and the lowest (shaded) segment is fully contained
within the Historical Mix total generation.

To obtain the annual investment in electricity networks required in any scenario, we simply sum the
single-capacity investment component and the triple-capacity component,

Grid invscenario
t = cgrid ×

(
ElecHistorical Mix

t − 1
2

(
Elecscenario

t −ElecHistorical Mix
t

))
(31)

+ctriple capacity
grid ×

(
1
2

(
Elecscenario

t −ElecHistorical Mix
t

))
(32)

These annual investments are included in the total system cost calculation, and in this way the model covers
the size component of power grid costs. It should be noted that the No Transition scenario is similar enough
to the the Historical Mix scenario, in terms of total electricity generation, that the extra grid investments
required for No Transition are small. Both Fast and Slow Transition scenarios require much higher additional
grid costs. These results are shown in Figure S44. Including grid investment costs in the total system cost
calculation in this manner makes it straightforward to calculate total Fast and Slow Transition scenario costs
relative to No Transition costs, as is the ultimate aim.

There are four reasons why this cost estimate is a conservative upper bound on the cost of upgrading
the grid to deliver much more electricity in the Fast and Slow Transition scenarios. First, upgrading existing
infrastructure is usually cheaper than installing new equipment, because many of the costs have been paid
already, e.g. land, acquisition, permitting etc.119. Therefore, since we have used new installed system costs
here, many of the upgrades required to existing systems will be cheaper than these estimates. Second, energy
storage investments allow grid investments to be deferred, because they help even out power flow, prevent-
ing large peaks from overloading equipment. A very large number of such storage investments are already
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accounted for in the model in the Fast and Slow Transition scenarios, so fewer grid investments may be re-
quired than are estimated here. Third, many advanced economies are experiencing a legacy of over-capacity
following recent increases in energy efficiency. In some locations, existing under-utilized grid capacity may
be sufficient to deliver almost all of the required increase in total electricity generation (providing new stor-
age technologies are added to smooth out power flow and avoid the large demand-driven peaks and troughs
observed in the current system). Finally, as mentioned already at the start of this section, we are using total
electricity generation (from energy inputs) to scale grid investments, whereas final electricity, which is much
lower, may be a more appropriate scaling factor, due to the way the grid would be laid out in high VRE
scenarios.

In summary, the model includes both the costs of providing power grid flexibility, via storage technology
deployments, and power grid size, via annual grid investments that scale up in accordance with total elec-
tricity generation. As a reality check, observe Figure S46, which shows median annual investment results
produced by our model. The fraction of investments devoted to electricity networks in our transition scenar-
ios is of the order of 10%. This is approximately the same as the fraction observed in the high renewables,
highly system-coupled European energy system scenarios modelled using the high-resolution power systems
analysis model PyPSA-Eur-Sec-30 in Brown et al. 37 (see their Figure 6 in particular). This gives us confidence
that our strategy for modelling grid investments is adequate.

3.8 Technology lifespan and annual additions

In order to calculate the costs of many of the technologies in the model we need to know not only the total
annual quantity of production of the technology, qit , but also the vintage of the underlying capital stock. This
is because for these technologies (all electricity generation and storage technologies) “quantities” are defined
in terms of annual production, while costs are accounted for in terms of annuitized (levelized) costs, which
persist for the entire lifespan of the underlying capital stock. In theses cases we must keep track of the annual
additions, and use costs associated with the year of installation when calculating total costs of production.

For example, technology i = 10 is “electricity generated by solar PV panels”, and q10
t is the quantity of

this technology produced in year t. But, by the definition of LCOE, the same solar panel produces energy
at the same LCOE for its whole lifespan. So to calculate the total cost of producing q10

t we must add up the
individual costs associated with panels of every vintage in the installed capacity base (each with a different
LCOE), as well any new annual additions.

Let the lifespan of technology i be Li periods. We assume that the underlying capital stock functions per-
fectly for Li periods then is removed from the system. Let Qit,τ be the quantity of technology i produced in
year t by capital stock that was installed in year τ ≤ t. For simplicity we assume that the first year’s produc-
tion, qi1, relies on capital stock that was installed linearly over the previous Li periods. Hence if there were no
further additions, production would just decay linearly over the next Li periods, representing constant annual
removals of the underlying capital stock: we would have qit = max

{
0,qi1(1− (t − 1)/Li)

}
. However, accounting

for new additions on top of this initial decaying production gives

qit =
t∑

τ=1

Qit,τ (33)

Qit,τ =


max

{
0, qi1

(
1− t−1

Li

)}
for τ = 1

max
{
0, qit −

∑t−1
s=1Q

i
t,s

}
for τ = t and t > 1

Qit−1,τ for 1 < τ < t and 1 < t ≤ Li

max
{
0, Qit−1,τ −Q

i
t−Li ,τ

}
for 1 < τ < t and t > Li

(34)

Eq. 33 says that production in year t is the sum of production relying on capital stock installed in all past
years, plus the current year. Working down the rows of Eq. 34, the top row says that any production relying
on capital stock from year 1 decays linearly for Li years and is zero thereafter. The second row says that in
year t, the amount of production relying on brand new capital stock, Qit,t, is the difference between the total
required production, qit , and all production relying on previous years’ capital stock – these are the annual
additions. The third row says that at all times t before one full lifespan of the technology has passed ( t ≤ Li)
the underlying capital stock just rolls over, so the resulting production this year is the same as last year.
The final row says that for any times after the first lifespan has passed, underlying capital stock of age Li is
removed. Figure S5 shows how the process works.

We have thus determined qit for all i and t.
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Figure S5: Annual solar PV generation broken down by PV system vintage in a slow deployment scenario,
left (initial annual growth 10%), and a fast deployment scenario, right (initial annual growth 30%). Colours
show the median forecast LCOE in the deployment year. For any given year, the block of energy at the top of
the stack corresponds to energy generated by PV systems installed that year. Blocks of energy lower down
the stack are generated by older PV systems with higher LCOEs, and the block at the base of the stack is in
its last year of life before being removed. Fast deployment allows access to large quantities of very cheap
energy in the 2030s, but slow deployment makes this unlikely before the 2050s, as experience is not gained
fast enough.
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4 Scenarios

There are two critical questions when considering future scenarios: how fast will different technologies grow,
and for how long? Based on the history of deployment of a few energy technologies, Kramer and Haigh 120

argued that there are “societal laws” that necessarily slow exponential growth once an energy technology
passes 1% of primary energy supply. However, very little historical data was presented in that paper, with
no supporting analysis or validation. The main argument for why growth must slow was that only 2-4%
of existing capital stock needs replacing each year, and “industry will only consider early retirement of the
existing capital stock if the total cost of the new technology (capital and operating costs) falls below the
operating cost of the old”120. First, this does not explain the 1% threshold, but more importantly, it says
nothing about how growth proceeds when total annuitized costs do drop below existing technology operating
costs. Wind, solar and batteries differ from previous energy technologies because their costs have so far
dropped exponentially at significant rates. They are also highly modular and can be built very quickly. This
makes them fundamentally different from previous energy technologies such as nuclear power. While it
is clear that storage is needed for wind and solar to go far beyond 50% of the electricity supply, there is
still substantial room for growth before that point is reached (which at current rates should occur in about
12 years). Regarding the replacement rate, as we argue here, when coupled with growth and economically
motivated asset stranding, replacement rates are sufficient for the growth we envisage.

We construct five scenarios, listed below. In all cases useful energy in each end-use sector grows at 2%
until 2100. (We vary this assumption in Section 7.3.) All technology growth rates are less than or equal to their
recent observed rates, apart from two minor exceptions.∗ Hence we do not need to assume technologies grow
faster than they are currently growing, we simply vary the length of time for which this growth continues.
In fact, growth rates for solar, wind, batteries and electrolyzers over the last twenty years have often been
higher than the rates we use, so it is possible to construct faster transition scenarios while still being broadly
consistent with recent historical trends, but in keeping with our conservative approach we avoid this. Sections
4.1-4.5 show the scenarios in more detail.

• No Transition: This scenario represents a situation where fossil fuel use continues to grow in line with
historical trends for another decade then begins to plateau. As the fossil fuel plateau proceeds, solar,
wind and the electrification of transport finally take off at a meaningful scale to impact the full system
technology mix. For this scenario to occur, solar and wind only grow at around 10% per year, much
slower than their historical averages, and together reach approximately 50% of electricity generation
in around 2060. We use this as a baseline to compare to other transition scenarios, as it is similar in
character to many of the “Current Policies” or “Stated Policies” scenarios available in the literature since
2018. Indeed, the initial growth rates of all major technologies in this scenario are taken directly from
such scenarios found in various IEA WEO reports, from 2018-2021. The main difference between this
scenario and comparable ones in the literature is that since we assume a constant 2% growth in total
useful energy, something has to make up the growth after fossil fuels have plateaued, and for this we
use solar and wind (because they are cheapest). While this means that our No Transition scenario is
not directly comparable with other “Stated Policy” type scenarios (which have plateauing useful energy
consumption), this approach is required for the apples-to-apples cost comparison we perform in this
work. (Note that prior to 2018, typical “Stated Policies” scenarios were referred to as “Business-As-
Usual” and were closer to our “Historical Mix” scenario shown below.) See Figures S6 and S7 and Table
S9.

• Fast Transition: In this scenario, we suppose that clean energy and storage technologies grow at rates
consistent with historical data until they become dominant, and then slow down to the system-wide
growth rate of 2% by 2040. This sees solar and wind grow to account for substantial shares of the
energy mix by 2040. Fossil fuels are quickly displaced from all sectors, mostly through electrification,
but also by replacement with electrolytic P2X fuels, especially in industry and transport. By 2040, the
installed capacity of electrolyzers, short-term batteries and multi-day storage have grown to a scale able
to contribute significantly to energy storage requirements. Oil consumption falls dramatically due to
the rapid electrification of transport – this is one of the first big transitions to occur, because while EVs
grow at a similar rate to the other storage technologies, they start from a much higher level so reach

∗These are: nuclear energy in the Slow Nuclear Transition, since this case requires a sharp increase in nuclear energy; and gas
electricity in the Fast Transition scenario, but this transient increase is just an artifact of the scenario construction process, and could
in any case be dealt with easily via increased utilisation rates of the existing CCGT fleet.

51



mass scale sooner. After five decades of sustained 2% growth of transport services, final energy in the
sector is still below current levels due to the much higher efficiency of EVs.

By 2040, enough short-term battery capacity exists to store and shift 20% of all solar and wind electricity
generated each day, and enough multi-day storage exists to store 10% of daily solar and wind generation.
Enough P2X fuel is produced to cover one month’s worth of solar and wind’s contributions to the power
grid in case there is an extended lull in output due to the natural variation of these sources. By 2040
90% of electricity is generated from zero carbon sources and 81% of final energy is provided by zero
carbon sources, rising to 91% in 2050 and 97% in 2060. See Figures S8 and S9 and Table S10.

• Slow Transition: In this scenario, the transition to a clean energy system is generally slow until 2050
and then gathers pace. We assume solar and wind grow at around half their recent historical rates and
maintain these levels for the next few decades. This has the effect of gradually greening the electricity
supply by 2050 (to around 80%, with the rest coming from gas). Significant fuel switching in transport
does not occur and final energy remains well above current levels. Although decarbonisation in trans-
port and industry begins immediately in this scenario, progress is so slow that only by mid-century
does this begin to show significant results. With the slower growth of solar and wind, far less electricity
needs to be stored and there are still significant amount of dispatchable fossil fuel generators available.
This also means that much less P2X fuel is required for grid backup – only one week’s cover of solar
and wind’s contribution is provided. Less P2X fuel is needed in transport and industry because fossil
fuels continue to be used. By 2070 roughly 88% of final energy comes from clean energy sources. See
Figures S10 and S11 and Table S11.

• Slow Nuclear Transition: This scenario is almost the same as the Slow Transition, except that nuclear
grows at 8% per year and eventually takes a very large share of electricity generation. This results in
an electricity system with a far lower proportion of solar and wind, so there are no grid batteries and
no P2X fuels grid backup. By 2070 roughly 88% of final energy comes from clean energy sources. See
Figures S12 and S13 and Table S12.

• Historical Mix: In this scenario the current mix of technologies stays fixed, while the whole system
expands at 2% per year. See Figures S14 and S15 and Table S13.
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Figure S6: No Transition scenario details (continued on next page). Historical growth rates shown in panel D
are 5-year moving averages.
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Figure S7: Top: Continuation of Figure S6. Main: No Transition carriers by sector. Dashed black lines show
exogenous useful energy constraints. Dashed red lines show the extent to which each sector is electrified at
each time.
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Initial Final t1 t2 t3
growth growth
rate, % rate, %

Sector Energy carrier Max. % of useful energy
Transport Oil 1.99 0.2 12 20 - -

Electricity (slack) - - - - - -
P2X fuels 0 0 - - - -

Industry Oil 1.9 0.1 10 20 - -
Coal 1.4 0.2 10 20 - -
Gas 2.3 0.5 10 30 - -

Electricity (slack) - - - - - -
P2X fuels 0 0 - - - -

Buildings Oil -1.0 -1.0 10 30 - -
Coal -5.3 -6.3 10 20 - -
Gas 1.4 0.3 10 30 - -

Electricity (slack) 0 0 - - - -
P2X fuels 0 0 - - - -

Electricity Technology Max. % of generation
Generation Coal 1.5 1.0 10 30 - -

Gas 2.5 1.5 10 30 - -
Nuclear 1.5 1.4 10 20 - -

Hydropower 1.1 1.1 10 20 - -
Biopower (slack) - - - - - -

Wind 8 5 10 30 1 28
Solar PV 12 5 10 30 1 28

Storage EV batteries 10
Daily grid batteries 0 ∼0% of daily solar+wind generation stored (βST = 0.0001)
Multi-day storage 0 ∼0% of 3-day solar+wind generation stored (βLT = 0.0001)

P2X fuels No solar+wind grid backup (θ = 0)

Table S9: No Transition construction parameters. Initial and long term growth rates are taken from IEA WEO
reports from the years 2018, 2019, 2020 and 2021.
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4.2 Fast Transition

2020 2030 2040 2050 2060 2070
Year

0

200

400

600

800

E
J/

yr

A Useful energy by carrier, with electricity by source

2020 2030 2040 2050 2060 2070
Year

0

200

400

600

800

E
J/

yr

B Final energy by carrier, with electricity by source

1960 1980 2000 2020 2040 2060
20

0

20

40

60

80

100

120

%

D Technology annual growth rates

2.78e-05

0.00278

0.278

27.8

2780.0

P
W

h/
yr

1960 1980 2000 2020 2040 2060
10

7

10
5

10
3

10
1

10
1

10
3

E
J/

yr

C Electricity generation, storage capacity and P2X production

Oil
Coal
Gas

P2X fuel
Coal electricity
Gas electricity

Nuclear
Hydropower
Biopower

Wind
Solar PV

Daily batteries (grid plus transport) 
Multi-day storage

2020 2030 2040 2050 2060 2070
0

25

50

75

100

125

%

F Electricity gen. mix by primary source

Wind and solar generation, as % of final electricity
Grid storage, as % of average daily final electricity
All storage (grid + transport), as % of average daily final electricity
Electricity from P2X, as % of final electricity

2020 2030 2040 2050 2060 2070
0

20

40

60

80

100

%

G Electricity gen. mix by primary source

Non-VRE
VRE

0.0

27.8

55.6

83.3

111.0

139.0

167.0

194.0

P
W

h/
yr

1960 1980 2000 2020 2040 2060
0

200

400

600

E
J/

yr

E Electricity generation by primary source

Final electricity

2020 2030 2040 2050 2060 2070
0

50

100

150

200

250

E
J/

yr

I P2X fuel by destination

P2X fuel for electricity
P2X fuel for sectors

2020 2030 2040 2050 2060 2070
0

50

100

150

200

250

300
J Storage technology capacity

Daily batteries (transport), TWh
Daily batteries (grid), TWh
Daily batteries (all), TWh
Multi-day storage, TWh
Electrolyzers, TW
Av. daily final elec., TWh

0.0

55.6

111.0

167.0

P
W

h/
yr

2020 2030 2040 2050 2060 2070
0

200

400

600

E
J/

yr

H Electricity generation by destination

Final electricity
Electricity for P2X for sectors
Electricity for P2X for electricity
Electricity for sectors

Figure S8: Fast Transition scenario details (continued on next page).
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Figure S9: Top: Continuation of Figure S8. Main: Fast Transition carriers by sector. Dashed black lines show
exogenous useful energy constraints. Dashed red lines show the extent to which each sector is electrified at
each time.

57



Initial Final t1 t2 t3
growth growth
rate, % rate, %

Sector Energy carrier Max. % of useful energy
Transport Oil (slack) - - - - - -

Electricity 25 5 8 20 1 80
P2X fuels 60 4 13 31 1 20

Industry Oil 0 -15 2 10 - -
Coal 0 -12 2 14 - -

Gas (slack) - - - - - -
Electricity 7 4 8 32 1 75
P2X fuels 70 3 2 41 1 24.5

Buildings Oil 0 -16 1 8 - -
Coal 0 -16 1 8 - -

Gas (slack) - - - - -
Electricity 4 8 4 30 1 89.5
P2X fuels 60 4 13 31 1 10

Electricity Technology Max. % of generation
Generation Coal 0 -30 2 18 - -

Gas (slack) - - - - - -
Nuclear 2 -4 5 15 - -

Hydropower 2 2 10 30 60 5.5
Biopower 10 3 10 16 1 4.2

Wind 15 8 5 20 1 30
Solar PV 28 9 5 22 1 60

Storage EV batteries 50
Daily grid batteries 60 20% of daily solar+wind generation stored (βST = 0.2)
Multi-day storage 80 10% of 3-day solar+wind generation stored (βLT = 0.1)

P2X fuels 1 month of solar+wind grid backup (θ = 1/12, tP2X grid = 40)

Table S10: Fast Transition construction parameters.
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4.3 Slow Transition
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Figure S10: Slow Transition scenario details (continued on next page).
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Figure S11: Top: Continuation of Figure S10. Main: Slow Transition carriers by sector. Dashed black lines
show exogenous useful energy constraints. Dashed red lines show the extent to which each sector is electrified
at each time.
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Initial Final t1 t2 t3
growth growth
rate, % rate, %

Sector Energy carrier Max. % of useful energy
Transport Oil 0 -5 15 30 - -

Electricity (slack) - - - - - -
P2X fuels 35 12 12 42 1 18

Industry Oil 0 -6 15 30
Coal 0 -6 10 30 - -
Gas 2 -6 15 40 - -

Electricity (slack) - - - - - -
P2X fuels 45 12 12 42 1 20

Buildings Oil 0 -6 15 30
Coal 0 -5 15 30
Gas 2 -9 15 40 - -

Electricity (slack) - - - - - -
P2X fuels 40 10 12 42 1 10

Electricity Technology Max. % of generation
Generation Coal 1 -10 5 30 - -

Gas (slack) - - - - - -
Nuclear 3 0 10 30 - -

Hydropower 3 1 10 30 - -
Biopower 7 4 10 20 1 12

Wind 12 5 1 30 1 26
Solar PV 17 5 1 43 1 56

Storage EV batteries 50
Daily grid batteries 60 20% of daily solar+wind generation stored (βST = 0.2)
Multi-day storage 80 10% of 3-day solar+wind generation stored (βLT = 0.1)

P2X fuels 1 week of solar+wind grid backup (θ = 1/52, tP2X grid = 50)

Table S11: Slow Transition construction parameters.
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4.4 Slow Nuclear Transition
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Figure S12: Slow Nuclear Transition scenario details (continued on next page).
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Figure S13: Top: Continuation of Figure S12. Main: Slow Nuclear Transition carriers by sector. Dashed black
lines show exogenous useful energy constraints. Dashed red lines show the extent to which each sector is
electrified at each time.
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Initial Final t1 t2 t3
growth growth
rate, % rate, %

Sector Energy carrier Max. % of useful energy
Transport Oil 0 -5 15 30 - -

Electricity (slack) - - - - - -
P2X fuels 35 12 12 42 1 18

Industry Oil 0 -6 15 30
Coal 0 -6 10 30 - -
Gas 2 -6 15 40 - -

Electricity (slack) - - - - - -
P2X fuels 45 12 12 42 1 20

Buildings Oil 0 -6 15 30
Coal 0 -5 15 30
Gas 2 -9 15 40 - -

Electricity (slack) - - - - - -
P2X fuels 40 10 12 42 1 10

Electricity Technology Max. % of generation
Generation Coal 1 -10 5 30 - -

Gas (slack) - - - - - -
Nuclear 8 4 20 45 1 40

Hydropower 3 1 10 30 - -
Biopower 3 3 10 20 - -

Wind 11 5 1 30 1 22
Solar PV 15 5 1 40 1 28

Storage EV batteries 50
Daily grid batteries 60 ∼0% of daily solar+wind generation stored (βST = 0.0001)
Multi-day storage 80 ∼0% of 3-day solar+wind generation stored (βLT = 0.0001)

P2X fuels No solar+wind grid backup (θ = 0)

Table S12: Slow Nuclear Transition construction parameters.
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4.5 Historical Mix
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Figure S14: Historical Mix scenario details (continued on next page).
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Figure S15: Top: Continuation of Figure S14. Main: Historical Mix carriers by sector. Dashed black lines show
exogenous useful energy constraints. Dashed red lines show the extent to which each sector is electrified at
each time.
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Initial Final t1 t2 t3
growth growth
rate, % rate, %

Sector Energy carrier Max. % of useful energy
Transport Oil (slack) - - - - - -

Electricity 2 2 - - - -
P2X fuels 2 2 - - - -

Industry Oil 2 2 - - - -
Coal 2 2 - - - -

Gas (slack) - - - - - -
Electricity 2 2 - - - -
P2X fuels 2 2 - - - -

Buildings Oil 2 2 - - - -
Coal 2 2 - - - -

Gas (slack) - - - - - -
Electricity 2 2 - - - -
P2X fuels 2 2 - - - -

Electricity Technology Max. % of generation
Generation Coal 2 2 - - - -

Gas 2 2 - - - -
Nuclear 2 2 - - - -

Hydropower 2 2 - - - -
Biopower (slack) - - - - - -

Wind 2 2 - - - -
Solar PV 2 2 - - - -

Storage EV batteries 2
Daily grid batteries 2 ∼0% of daily solar+wind generation stored (βST = 0.0001)
Multi-day storage 2 ∼0% of 3-day solar+wind generation stored (βLT = 0.0001)

P2X fuels No solar+wind grid backup (θ = 0)

Table S13: Historical Mix construction parameters.
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4.6 Comparison with AR6 scenarios

To provide some context for the five scenarios constructed, we compare some key features with those of the
thousands of scenarios included in the Sixth Assessment Report (AR6) of the Intergovernmental Panel on
Climate Change121. The comparisons are shown in the ten panels of Figure S16. We show all AR6 scenar-
ios contained in the AR6 Scenarios Database (World, v1.0) (i.e. not just the “vetted” scenarios), which was
downloaded from the AR6 scenario explorer122.

Panels A and B of Figure S16 show that the deployment of solar energy in the Fast Transition scenario is
at the top of the range of trajectories seen in AR6 scenarios (though not outside it). Panels C and D show that
wind deployment in all our scenarios is closer to the middle of the AR6 range (notwithstanding the many
AR6 trajectories well below current deployment levels).

Panels E-I show different aspects of final energy in the various scenarios. Comparing scenarios is always
difficult because they consist of so many different variables, which vary in different ways over time, but the
five panels shown here provide a good overview of some of the most important differences. They should
be interpreted as a group (along with the solar and wind panels already shown), so that the relationships
between different variables make most sense. Note that in this section (and here alone), we use different
terminology than the rest of the paper. In the IPCC database, to the best of our knowledge, “final energy”
refers to end-use energy only, that is, energy carriers used in end-use sectors, but not the energy sector. We
therefore use this terminology here, and in each case, the “final energy” presented for our scenarios is only
the final energy used in end-use sectors – we have removed the energy sector self-consumption component.

Panel E shows final electricity. Since all our scenarios (except Historical Mix) have high levels of elec-
trification and constantly increasing useful energy, final electricity is high compared to most AR6 scenarios
(which tend to project useful energy growth stalling by mid-century). Fast Transition is right at the top of the
range, although the two Slow Transition scenarios are also high. Note that at around 2035 in the Fast Tran-
sition, although final electricity switches to a lower growth rate, electricity generation as a whole continues
to grow strongly (see solar and wind in panels B and D), and excess generation is used for P2X production.
(Note that in Section 7.3 we vary the exogenous useful energy growth rate – effectively scaling down final
electricity so that our scenarios lie nearer the middle of the AR6 range – and show that our results are robust
to this choice.)

Panel F shows final liquids (i.e. oil, biofuels, and P2X fuels such as green ammonia). This is almost a mirror
image of panel E, reflecting how transport electrification occurs in parallel with sharply falling oil demand,
while identical, increasing levels of transport services are maintained. Since our model calculates total P2X
production, but does not specify which fuels are produced, to estimate the amount of final liquids and gases
in our scenarios we have split the total final P2X fuel quantity equally between final liquids (e.g ammonia,
methanol) and final gases (e.g. hydrogen, methane). Thus the quantities plotted here for our scenarios are:
[final oil + 0.5 × final P2X] in panel F, and [final gas + 0.5 × final P2X] in panel H. These trajectories are
indicative, and the P2X shares can be modified up or down depending on which specific fuels are required.
(Note that these plots show only end-use P2X, and that in the Fast Transition scenario further P2X is produced
for power grid backup in the energy sector. This feature is not easy to capture with any of the metrics available
in the AR6 data set.) Panel F reflects how in the Fast Transition scenario oil demand falls rapidly as transport
electrification occurs, but then around 2035, as oil continues to fall towards zero, P2X production picks up
and provides substitute fuels for use in non-electrifiable applications.∗

Panel G shows the coal component of final energy solids. Our scenario trajectories behave as expected.
The other significant final solids component not shown here is biomass, but this is not included in our model,
so we do not include it in the comparison.

Panel H shows final gases (i.e. methane, syngas, and P2X fuels such as green hydrogen). Note that in
the Fast Transition scenario fossil gas decreases gradually until 2035, similar to final liquids above, following
which it continues to fall towards zero as it is replaced by P2X fuel. Thus, even in the Fast Transition scenario,
which reaches near zero emissions, final gas ends up near the middle of the range of the AR6 scenarios, due
to high P2X production.

Panel I shows total system final energy. Our scenarios have an intentionally low starting point because we

∗The kink around 2035 reflects this fuel switch, and is an artifact of our scenario construction method that would not be expected
to occur in reality. Panel H shows that the artifact is not present for final gas. This is because final gas is spread more evenly over end-
use sectors, so there is a slight averaging effect in our model as P2X gas substitutes for fossil gas at different rates in different sectors.
In contrast, oil is concentrated entirely in the transport sector, so there is no such averaging effect. This could easily be addressed
with a more complex scenario construction method. Alternatively, if instead of the 50-50 split of P2X fuels between liquids and
gases that we have assumed here, we constructed a P2X liquid-gas split that varied over time, it would be quite simple to remove this
modelling artifact. For simplicity though we avoid this, and emphasize that these trajectories are merely indicative.
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omitted several components of the energy system from our model. The largest omitted component by far is
traditional biomass, at around 26 EJ (see Table S2), which makes up most of the difference seen on the plot.
Despite the low starting point though, both Fast and Slow Transition scenarios end up with high final energy
– above the mid-point of the AR6 scenario ensemble. Hence the final energy growth of our scenarios is likely
at the very top of the range of growth in all AR6 scenarios, if not above it. (Similar to with final electricity
above, in Section 7.3 we run a test of scaling scenario final energy up and down, and demonstrate that our
main conclusions are unchanged.) The large dip in final energy up to 2035 in the Fast Transition scenario is
caused by large efficiency gains due to the electrification of transport.

Panel J shows energy system CO2 emissions. Again the starting point for our scenarios is a little low, due
to the omitted model components, but the scenario trajectories behave as expected.

Overall the ten panels show that our scenarios, which are based on an energy services growth rate similar
to rates observed historically, provide high levels of energy services relative to the AR6 ensemble. Given this,
our scenarios appear to cover a fairly representative range of the space of scenarios, covering wide deployment
ranges of all major technologies. Our approach of exogenously holding useful energy growth constant across
scenarios shows clearly how structural changes (i.e. energy carrier substitutions), and their rates, can yield
energy systems with identical levels of energy services available for powering the economy, which neverthe-
less have entirely different environmental characteristics (greenhouse gas emissions, air quality etc.). These
comparison plots help show how such structural differences impact the position of our scenarios within the
ensemble of AR6 scenarios, in terms of a number of key variables.
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Figure S16: Scenario comparisons on log and non-log scales, respectively, for solar (A and B), and wind (C
and D). (Figure continues on next page.)
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5 Technology cost models

In this section we discuss our calculation of the present discounted cost of each scenario, relative to No Tran-
sition. Our approach involves three steps: (1) determine the quantities of each energy technology produced
in each scenario; (2) make cost forecasts for each technology based on historical data; (3) calculate present
discounted costs associated the quantities of component technologies for each scenario and sum these up to
arrive at a total present discounted cost estimate.

When making technology forecasts in step 2 we use two different cost models depending on whether or not
a technology’s costs have historically remained approximately flat over time. Fossil fuel based technologies
(including electricity from fossil fuels) have tended to remain fairly stationary and are in the first category
while all other technologies are in the second category. As we discuss below, we use an autoregressive (AR(1))
time series model for the first category and a Wright’s law model for the second category. (In S.I. 7.5 we show
the effects of using Moore’s law instead of Wright’s law.) (In addition to these two probabilistic cost models,
due to a lack of suitable data we model annual investment costs for technology i = 14 (the electricity network)
using a much simpler, deterministic method, as described in S.I. 3.7.)

An extensive literature exists on the experience curve concept and its place within the technological
change and innovation literature. For an overview of its origins, theory and limitations see e.g. Thomp-
son 123 , Arrow 124 , Mazzola and McCardle 125 , Nordhaus 126 and Way et al. 127 . For details of applications in
the field of energy technologies see e.g. Neij 128 , Grübler et al. 47 , Rubin et al. 129 , Samadi 130 , Wene 131 , Ferioli
et al. 132 and Wilson et al. 133 . For a discussion of caveats and subtleties around experience curves see S.I. 8.3.

5.1 AR(1) process

While highly unpredictable in the short-term, real fossil fuel prices have remained remarkably constant –
within less than one order of magnitude – for a century or more. This is in contrast to solar PV, for example,
which has dropped in price by a factor of more than 3,000 in sixty years. There have been dramatic techno-
logical improvements in fossil fuel industries at all stages of the production process, but resource extraction
has become more difficult. For reasons that are not well-understood, these two effects seem to have roughly
cancelled each other for more than a century, throughout the lifetime of the industry.

Pindyck 134 analysed time series properties of long-run fossil fuel prices and found that both long-term
mean reversion and short-term stochastic fluctuations were essential characteristics to incorporate in a fore-
casting model. He tested a multivariate autoregressive model that allowed for fluctuations in both the level
and slope of the trend line. Shafiee and Topal 135 summarises the many attempts that have been made to
improve forecasting methods for fossil fuel prices. We choose a simple AR(1) process because empirically it
is as good or better than any of the known models, and we use it to model future costs of direct-use oil, coal
and gas, plus coal- and gas-fired electricity.

The AR(1) model has no long-term trend. While one might argue that oil and gas show a weak long-term
increasing price trend, there is no evidence for this for coal, which costs almost the same now as it did in 1880
(see Figure S19). An equally plausible model for oil and gas is that they have no long-term trend, but there
were breaks in the price levels in the 1970s and 1980s, respectively, as suggested by the data. We make this
assumption here, and calibrate the models for oil and gas to data from 1973 and 1985, respectively, up to the
present time.

We define the AR(1) process used in this paper as follows: let ct be the cost of a given technology at time
t, let Xt = log(ct), and assume this develops according to

Xt = φXt−1 + ϵt +κ, with φ ∈ (0,1], I.I.D. noise ϵt ∼N (0,σ2
ϵ ), and constant κ , 0. (35)

φ is the autoregression parameter and ϵt are periodic random shocks. This may also be written in Ornstein-
Uhlenbeck form, which shows the mean-reversion of the process more clearly,

Xt = Xt−1 + (1−φ)(µ−Xt−1) + ϵt , where µ =
κ

1−φ
. (36)

µ = E [Xt] = κ
1−φ is the equilibrium or long-term mean. σϵ is the degree of volatility around the long-term

mean caused by shocks and the autoregression parameter φ is the rate at which the shocks dissipate.
Long term behaviour is revealed by writing Xt in terms of the previous N steps, i.e. by substituting

Xt−1,Xt−2, . . . ,Xt−N in Eq. 35. Then

Xt = κ
N−1∑
j=0

φj +φNXt−N +
N−1∑
j=0

φjϵt−j . (37)
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Setting N = t gives the expression in terms of the initial condition, X0:

Xt = κ
t−1∑
j=0

φj +φtX0 +
t−1∑
j=0

φjϵt−j . (38)

Thus

E [Xt |X0] = κ
t−1∑
j=0

φj +φtX0 (39)

Then using the sum of the first n terms of a geometric series,
∑n−1
j=0 r

j =
(

1−rn
1−r

)
, we also have:

E [Xt |X0] = κ
t−1∑
j=0

φj +φtX0 = κ

(
1−φt

1−φ

)
+φtX0 = µ(1−φt) +φtX0, (40)

and hence E [Xt |X0]→ µ as t→∞. Further manipulation gives Var(Xt |X0) = σ2
ϵ

1−φ2t

1−φ2 . Then since ct = eXt , ct is

log-normal, we have Median(ct) = eE[Xt |X0] = eµ(1−φt)+φtX0 , and hence the long-term median value is eµ.
Using the data shown in S.I. 6 we fit the model for each fossil-fuel-based technology and obtain estimates

of φ, σϵ and κ, which are denoted φ̂, σ̂ϵ and κ̂.

5.2 Wright’s law

To model future costs of non-fossil-fuel-based technologies we use the first-difference stochastic Wright’s law
(FDWL) analysed by Lafond et al. 2 . This model uses historical experience curve data to produce distribu-
tional experience curve cost forecasts, i.e. forecast distributions that depend explicitly on future scenarios.
The model assumes that there are two sources of uncertainty contributing towards the errors we make in
our forecasts: first, periodic randoms shocks due to the inherent unpredictability of the future, and second,
our inability to infer the true experience exponent of any given technology from the limited historical data
available. Thus there are two variables to estimate in the model for each technology, the experience exponent
ω, and the variance, σ2

η , of the distribution of the periodic noise shocks. Calibrating the model on historical
data provides us with estimates of these distributions.

Let ct be the cost and zt the cumulative production of a given technology at time t. The basic model is:

logct − logct−1 = −ω (logzt − logzt−1) + ηt with IID ηt ∼N (0,σ2
η ), (41)

where ω is the technology’s experience exponent and ηt are periodic IID noise shocks, with technology-
specific variance σ2

η . In order to reflect evidence that there were positive autocorrelations in the data136,
Lafond et al. 2 used a version of the model in which the noise shocks are autocorrelated,

logct − logct−1 = −ω (logzt − logzt−1) +ut + ρut−1 with IID ut ∼N (0,σ2
u ), (42)

so we use this version also. The noise shocks are related by ηt = ut + ρut−1, and we therefore have

σ2
u = σ2

η /(1 + ρ2). (43)

Lafond et al. 2 calculated the autocorrelation parameter ρ for 50+ technologies, found the average to be ρ∗ =
0.19, and used this value throughout their work. We use the same value here.

The parameter estimation procedure assumes ω ∼ N (ω̂, σ̂2
ω), so when we calibrate the basic model (Eq.

41) on historical data we obtain estimates for the three values ω̂, σ̂ω and σ̂η . Eq. 43 is then used to compute
σ̂u . To generate a single cost sample path of length T (conditional on known values of zt), we first pick a value
of ω from the distribution N (ω̂, σ̂2

ω), then pick T successive noise shocks from the distribution N (0, σ̂2
u ) and

use Eq. 42 to compute ct at each step. Repeating this sampling process a large number of times recovers the
theoretical forecast distribution calculated in Lafond et al. 2 . This process accounts for both our uncertainty in
the experience exponent (due to limited historical observations), and intrinsic future uncertainty (represented
by the exogenous periodic shocks).

Note that since ct is log-normal, if the log of experience grows linearly at rate µz = logzt − logzt−1, the

expected cost grows as E[ct] ∼ e(ω̂µz+
σ̂2
u
2 )t. This means it always diverges as t gets large, even if µz = 0, i.e.
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even if the technology ceases to be produced. In contrast the median grows as median[ct] ∼ eω̂µzt and remains
constant if µz = 0. The mode grows as mode[ct] ∼ e(ω̂µz−σ̂2

u )t, and so goes to zero as t→∞ if σ̂2
u > ω̂µz.

Lafond et al. 2 showed that the forecasting accuracy (for the mean) scales as τ + τ2/m, where τ is the
forecast horizon (the time in the future for which the forecast is made) and m is the number of historical data
points used to fit the parameters for the forecast. The first term corresponds to diffusion and the second term
to errors caused by parameter misestimation. This means that initially the forecast errors are dominated by
diffusion and the errors grow slowly, but once τ2/m > τ the errors are dominated by parameter estimation
and grow more quickly. The crossover occurs when τ = m, i.e. for a forecast horizon equal to the number
of historical data points used for estimation. Thus in cases where we have 30 data points, for example, the
forecast error grows reasonably slowly until about 2050 and then grows faster after that.

We are occasionally faced with data points in non-sequential years, either because the original data con-
tains gaps or because we choose to chain together non-sequential datasets for greater historical coverage.
The model validation in Lafond et al. 2 only considered sequential data, so technically, the forecasting per-
formance results obtained there do not apply to non-sequential data. However, if applied sensibly to non-
sequential data the differences are very small, and the forecasts are still good. We tested this by estimating
the model parameters first on a full set of sequential data, then repeatedly removing data points and re-
estimating the parameters; the parameters are stable throughout this process. Since the model uses first
differences, calibration on non-sequential data simply means pooling the first differences from the sequential
data on either side of the gap. Providing these sequences are from reliable sources, are of similar quality, and
are not from overlapping time periods, there is no reason to think that increasing the amount of data we have
to describe the Wright’s law relationship in this way shouldn’t result in better model calibration. In practise,
most of the series we use have either no or very few data gaps, so the point is mostly theoretical.

In S.I. 6 we use data to obtain parameter estimates ω̂, σ̂ω, and σ̂η for each non-fossil-fuel-based technology.

5.3 Total costs of AR(1) and Wright’s law technologies

Let the unit cost of technology i at time t be cit , and the total cost of production of qit be Cit . The two fun-
damentally different cost models need to be accounted for differently when calculating expenditures in the
model; we consider them in turn now.

5.3.1 AR(1) model costs

For each fossil fuel based technology (i = 1,2,3,4,5) the cost in each period is forecast by an AR(1) model
calibrated using its historical time series. The cost of technology i production at time t is

Cit = citq
i
t . (44)

5.3.2 Wright’s law model costs

For each non-fossil fuel based technology (i = 6, . . . ,13) we use levelized (i.e. annuitized) costs, so we need to
account for the vintage of the underlying capital stock.

First consider non-fossil electricity generation (i = 6, . . . ,10). We take the cumulative experience variable in
the FDWL model to be cumulative electricity generated. However, the new LCOE each year, cit , only applies
to production additions – all previous years’ production continues to be generated at the old LCOE values.
Recall from S.I. 3.8 that the quantity of technology i produced in year t from capital stock installed in year τ
is Qit,τ , and the total production is qit =

∑t
τ=1Q

i
t,τ . The cost of producing all technology i in year t is therefore

Cit =
t∑

τ=1

ciτQ
i
t,τ . (45)

This applies for all non-fossil electricity generation technologies.
The three remaining technologies, short-term batteries, multi-day storage and electrolyzers are slightly

different because they are described in terms of installed capacity and capacity costs. The total installed
quantity in year t is qit , and the Qit,τ give the breakdown by installation year. The relevant cumulative expe-
rience variable for the FDWL model is the total cumulative production of the technology, which is the initial
cumulative production plus all additional capacity installations. This will be much larger than the installed
capacity base at any given time due to capacity retirements. The relevant cost variable for the FDWL model is
the installed system cost (i.e. capital investment cost). We assume that this cost is annuitized over the lifetime
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of the technology (Li), so that the cost in each year is only a fraction of what the installed system cost was
in the year of installation. The installed system cost is annuitized over Li periods using the capital recovery
factor (CRF)

CRFi =
r(1 + r)L

i

(1 + r)Li − 1
, (46)

where r is the interest rate, which we take to be r = 8%.
Computing the total costs for medium term storage (i = 12) and electrolyzers (i = 13) is then straightfor-

ward. We assume that these technologies have only ever been, and will only ever be, used for the purpose
considered in this model. Hence it is clear what cumulative production is initially, and how it increases over
time as capacity is installed and eventually retired. Capacity is given in EJ and EJ/hour respectively, and
costs are given in $/GJ and $/(GJ/hour). In year t, Qit,τ of capacity exists that was installed in year τ , so if
the installed system cost in year τ was ciτ , then the cost of production of Qit,τ is (CRFiciτQ

i
t,τ ) The total cost of

producing all technology i, qit , is

Cit =
t∑

τ=1

CRFiciτQ
i
t,τ . (47)

Finally, consider daily-cycling batteries (i = 11). These are used in both the power grid and transport
sectors (recall Eq. 19: q11

t = q
11,grid
t + q11,transport

t ). The relevant cumulative experience variable in the FDWL
model is the total cumulative production of batteries in both applications, q11

t . However, note that historically
most Li-ion batteries have been used in the electronics sector, so we must include this quantity in estimating
the initial cumulative production value for the FDWL model (as well as the smaller quantity in transport and
the tiny contribution from the power sector). In computing future cumulative production though, we assume
that in any scenario with significant quantities of batteries, transport and grid applications will dominate
the contribution from electronics by far, so we can neglect the latter. And in any scenario without significant
battery quantities, the lack of batteries means that any potential inaccuracy in the cost forecast due to omitting
electronics production would have negligible impact on the results anyway.

We use FDWL to calculate the installed system cost in year t and annuitize it as before. However, in
computing the total scenario cost we only consider the contribution from power grid batteries, as these are
the “extra” cost associated with any particular transition scenario (recall EV batteries are considered just part
of routine capital stock turnover). Thus, assuming q11,grid

t and q
11,transport
t are broken down by installation

year as usual, the cost of production of q11
t =

∑t
τ=1Q

11,grid
t,τ +Q11,transport

t,τ is

C11
t =

t∑
τ=1

CRF11,gridc11
τ Q

11,grid
t,τ (48)

5.4 Total system costs

In addition to the 13 AR(1) and Wright’s law technologies, which have probabilistic cost forecasts, there are
power grid capacity investments. These are simple deterministic annual investments calculated based on the
quantity of electricity generation in a given scenario (see S.I. 3.7). These are added to the total costs of all
other technologies. Therefore, the total cost of all production at time t in a given scenario is

W scenario
t =

13∑
i=1

Cit + Grid invscenario
t (49)

and the net present cost of the scenario is

V scenario(r) =
T∑
t=1

e−rtW scenario
t , (50)

with discount rate r.
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5.5 Net present cost of transition

We want to compare the likely costs associated with different scenarios, but there are various ways to do this.
We take No Transition to be a baseline scenario against which to compare others. For a given scenario and
discount rate r we define the net present cost of transition, NPCscenario(r), to be the relative cost of the scenario:

NPCscenario(r) = V scenario(r)−V No Transition(r) (51)

Costs are stochastic, so by generating a length-T cost sample path for each of the N technologies (by sam-
pling the experience exponents, AR(1) noise shocks and FDWL noise shocks), and repeating the process a
large number of times, we can simulate all the relevant distributions. To obtain the distribution of NPC-of-
transition values for a given scenario, we calculate the net present cost of the scenario conditional upon one
complete ensemble of realised parameters and shocks, then subtract the net present cost of No Transition
given exactly the same ensemble, and repeat many times. Finally this allows us to calculate

E

[
NPCscenario(r)

]
(52)

and median
[
NPCscenario(r)

]
, (53)

which are the metrics we use to evaluate scenarios, understand likely net costs, and how they vary with
discount rate and other parameter assumptions.
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6 Data, calibration and technology forecasts

We use data from many sources, mostly free and openly available on the internet, but occasionally via stan-
dard university-wide subscription licenses held by the University of Oxford.

Production data comes mostly from the International Energy Agency12 and BP’s Statistical Review of
World Energy137. Cost data is much harder to find and comes from a wide variety of sources includ-
ing, among others, Lazard’s Levelized Cost of Energy Analyses138, the International Renewable Energy
Agency139, the U.S. Energy Information Administration’s Annual Energy Outlooks88, Bloomberg New En-
ergy Finance (BNEF) and Bloomberg L.P. (via Bloomberg Terminal).

For electricity generation costs, we use LCOEs (see S.I. 1.7). Due to the scarcity of LCOE data, especially
for technologies other than wind and solar, we have also included some information from the EIA reporting
historical LCOE projections. These are near-term projected LCOE values calculated, in the past, by EIA ana-
lysts, based on the evidence they had at the time. They were published in the Annual Energy Outlook (AEO)
reports, though not consistently, so the picture is far from complete. The values reported were calculated
based on detailed data and assumptions used in the EIA’s National Energy Modeling System (NEMS) (such
as capital costs, capacity factors etc.). Often, both near-term and long-term LCOE projections were reported
(around 5 and 20 years respectively, though this varies). While we ignore the long-term projections, we do
assume that the near-term projections were grounded firmly enough in the data of the day and have consis-
tent enough methodology to have significant meaning (though we are aware that methodologies used in such
calculations typically change over time). Strictly these values do not qualify as observed data, but they do give
a good indication of what the actual values probably were around around the time of publication.

Finally, different organisations often report quite different LCOE values for a given technology in a given
year. This is because many assumptions go in to constructing the LCOE figure, and changing these assump-
tions changes the result. We do our best to use the most up to date, consistent data. In some cases the
variations are so wide though that we perform the whole NPC analysis using alternative parameter choices.
We thus have our “main case”, which uses very conservative choices of base year LCOE values and model
parameters for all clean energy technologies, plus, in addition a small number of “side cases” which show
how results change if we vary initial cost assumptions (or other parameters). We now provide more detail on
each technology in turn.

Although cost forecasts for all fossil-fuel based technologies are made using the AR(1) model, we nev-
ertheless plot the data for coal- and gas-fired electricity in the form of an experience curve, in addition to
the time series. This is to demonstrate the qualitative difference between the experience curves for these
technologies and those for non-fossil-based technologies.

For fossil fuels we make use of price data to estimate long-range trends. This is because we have price
data series spanning more than a century. In contrast, the cost of fossil fuel production is highly variable by
source and data is difficult to obtain. The LCOE for renewables already contains markups along the supply
chain, and only omits the final markup, which is small. It is therefore a reasonable point of comparison to
fossil fuel prices.

6.1 Data sources for Figure 1

Data sources for Figure 1 are shown in Table S14. This data is a representative selection of the larger data set
we have collected, which is presented in detail throughout S.I. 6.2-6.13. Although in some cases cost or price
data over extended time periods was only available for the US, all other comparable data we have collected,
for different regions or shorter periods, indicates that this data is in line with global trends. Some US costs
are higher than the global average (e.g. nuclear LCOEs), and others are lower (e.g. gas prices), but on balance
we believe the overall trends depicted represent the global situation well.

To approximate useful energy we used constant conversion efficiency factors. In reality these values have
changed a little over time, and will continue to do so, but our method serves as a good first order approxima-
tion. The values used are shown in Table S15, and are based on the discussion in S.I 1.8.
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Technology Metric Years Source
Crude oil Price (global av.) 1861-2020 bp Statistical Review of World Energy 2021137

Coal (primary) Price (USA) 1882-1948 McNerney et al. 140

1949-2020 EIA
Gas (primary) Price (USA) 1922-2012 EIA wellhead price

2013-2020 EIA Henry Hub
Coal electricity LCOE (USA) 1902-1987 McNerney et al. 140

1996-2009 EIA Annual Energy Outlook reports
2010-2020 Lazard

Gas electricity LCOE (USA) 1982-1989 EIA
1990-1997 Colpier and Cornland 141

1998-2008 EIA
2009-2020 Lazard

Nuclear electricity LCOE (USA) 1971-1996 Koomey and Hultman 142

2008-2020 Lazard
Wind electricity LCOE (global av.) 1983-2020 IRENA 2021 - Renewable Power Generation Costs in 2020
Solar PV electricity LCOE (global av.) 1957-1975 Nemet 143 , data extracted from Figure 8

1976-2009 Nemet 143 , data from PCDB
2010-2020 IRENA 2021

Batteries (pack) Cost (global av.) 1995-2016 IEA Global EV Outlook 2018
2017-2020 BNEF Executive Factbook 2021

PEM electrolyzer Installed system cost 2004-2019 Glenk et al. 144

(global av.) 2020 IEA WEO 2020
P2X fuel Cost (global av.) 2004-2020 Calculated assuming a 50-50 split between solar and wind for

electricity input, and utilisation rate 50%.
Crude oil Production 1870-1964 Smil 145

1965-2020 BP 137

Coal (primary) Production 1800-1964 Smil 145

1965-2020 BP 137

Gas (primary) Production 1890-1964 Smil 145

1965-2020 BP 137

Coal electricity Production 1960-2020 IEA
Gas electricity Production 1971-2020 IEA
Traditional biomass Production 1800-2017 Smil 145 , OurWorldInData.org
Nuclear electricity Production 1965-2020 BP 137

Hydropower Production 1890-1964 Smil 145

1965-2020 BP 137

Biopower Production 1965-1991 BP 137 (”Geo Biomass Other”)
1992-2014 IEA Energy Technology Perspectives 2017 (”Biomass and waste”)
2015-2020 IEA WEOs (”Biomass and waste”)

Wind electricity Production 1984-1989 Wiser et al. 146 (using capacity factor 0.2, from IRENA 2021)
1990-2014 IEA Energy Technology Perspectives 2017
2015-2020 IEA WEOs

Solar PV electricity Production 1976-1989 Nemet 143 (from PCDB)
1990-2014 IEA Energy Technology Perspectives 2017
2015-2020 IEA WEOs

Batteries Production 1996-2016 Ziegler and Trancik 82

2017-2020 Avicenne (slide presentations online)
PEM electrolyzers Production 2002-2020 IEA Hydrogen database 2021
P2X fuel Production 2002-2020 Calculated from electrolyzer data, assuming 50% utilisation.

Table S14: Data sources for Figure 1.

Technology Conversion efficiency factor
Crude oil 0.25
Coal (primary) 0.6
Gas (primary) 0.6
Electricity 0.9
P2X fuel 0.6
Traditional biomass 0.25

Table S15: Useful energy conversion efficiency factors assumed in Figure 1, based on S.I. 1.8

Figure S17 shows the useful energy cost and production data from Figure 1 plotted as experience curves.
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Figure S17: Useful energy costs plotted against cumulative useful energy production for a variety of major
energy technologies.
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6.2 Oil

To calculate expenditures on oil in different energy scenarios we forecast the price of oil using the AR(1)
model. For calibration we use long-run oil price data from BP 137 , plus the 2021 oil price data point from
FRED 147 (in order to avoid using an exceptionally low value from during the COVID-19 pandemic as our
initial value). There is large variation in the quality, accessibility and hence price of different kinds of crude
oil, but we just use the global average value, which in 2021 was 70.86 $/bbl. One barrel of oil equivalent
(BOE) is approximately equal to 6.12 GJ, so the current cost that we use to initialise our scenario forecasting
model is c1

0 = 11.6 $/GJ.
The AR(1) model is fit to data for 1973-2021 (for reasons given in S.I. 5.1) and the estimated parameters are

φ̂ = 0.8128, σ̂ϵ = 0.3037 and κ̂ = 0.4002. The full data set and the forecast using these estimated parameters
are shown in Figure S18.
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Figure S18: Crude oil price 1861-2021, AR(1) forecast plus 95% confidence interval and 200 sample paths;
on a log scale (L) and a regular scale (R).

The cost metric we use in the model to calculate expenditures on oil is the price of crude oil, but our energy
model considers bulk flows of refined oil. This upgrading process is accounted for endogenously because the
energy sector consumes fossil fuels that are used to process raw materials in to final energy carriers.
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6.3 Coal

Annual coal price data since 1882, collated from various sources, is provided by McNerney et al. 140 . The
EIA’s website provides price data since 1949 for several different types of coal. The Federal Reserve Bank of
St. Louis’s economic data website provides price data since 1980 for Australian coal147. These are shown in
Figure S19.
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Figure S19: Coal price data 1882-2020, AR(1) forecast plus 95% confidence interval and 200 sample paths;
on a log scale (L) and a regular scale (R).

After adjusting for inflation, the price of coal has remained roughly constant for over a century and an
AR(1) process provides a good model. Different grades of coal have very different physical properties and
are used in different applications148. The cheapest coal is lignite, used in power generation. Industrial
applications require more expensive grades, either bituminous or anthracite. In addition, the price of coal
varies depending on location because it is expensive to transport but we ignore this. The energy content of
different grades of coal varies significantly: lignite contains around 10-20 MJ/kg, sub-bituminous coal around
19-27 MJ/kg, bituminous coal around 24-35 MJ/kg, and anthracite around 26-33 MJ/kg.

The only use for primary coal in our model is as a direct fuel in industry, so we only need consider the
higher grades here (coal-fired electricity is treated separately in S.I. 6.5, and has its own cost model reflecting
the low cost lignite fuel). We assume each metric ton of coal contains 30 GJ of energy and calibrate the AR(1)
model using the bituminous coal data series. The estimated parameters are: φ̂ = 0.9499, σ̂ϵ = 0.0902 and
κ̂ = 0.0378. The price of bituminous coal in the US in 2020 was 55.17 $(2020)/metric ton. We initialize the
model with a current price c2

0 = 1.84 $/GJ (see Table S25).
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6.4 Gas

Annual natural gas wellhead price data since 1922 is available from the EIA, and Henry Hub spot price and
EU natural gas price data are available from FRED 147 . Figure S20 shows the data (1 MMBtu is approximately
equal to 1.05506 GJ). Also plotted is the approximate global average price. This is calculated by observing
that while the price of gas varies a lot depending on location, around half of the world receives gas at US-
level prices, and half at EU-level prices. Therefore, a simple 50-50 mix of these prices approximates the global
average price of gas.
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Figure S20: Gas price data 1922-2021, AR(1) forecast plus 95% confidence interval and 200 sample paths; on
a log scale (L) and a regular scale (R).

The real price of gas has remained approximately within an order of magnitude for a century. We use an
AR(1) model, which we calibrate on data for 1985-2021 (for reasons given in S.I. 5.1, though we use 1985 as a
start date because the structural break associated with the gas shock was slightly delayed relative to oil). The
estimated parameters are: φ̂ = 0.7455, σ̂ϵ = 0.2617 and κ̂ = 0.4028. In 2021 the average of US and EU prices
was 5.8 $/MMBtu. We therefore take the initial price to be c3

0 = 5.5 $/GJ (see Table S25).
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6.5 Coal electricity

Coal electricity generation data since 1960 is available from the IEA, McNerney et al. 140 and BP. In order to
plot around a century of development of the experience curve, we perform a crude estimation of generation
from 1923-1960. Annual generation figures in 1960, 1970 and 1980 were around 800, 1500, and 3000 TWh
respectively; generation today is over 10000 TWh per year. Although coal power existed for around a century
before 1960, generation was very limited compared to today, so we assume a slow taper down from 1960 back
to 1930 and negligible generation before that. We estimate pre-1960 cumulative generation to be 12420TWh.

The LCOE of coal-fired electricity varies widely by location, due to large differences in coal transportation
costs and environmental regulations and pollution standards. A long time series of LCOE for the US is
available from McNerney et al. 140 , with Lazard and the EIA providing more recent data also. The time series
and experience curve are shown in Figure S21. Underlying coal prices from S.I. 6.3 are also shown on the
time series plot, to highlight the connection between the two series since 1960.
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Figure S21: US coal electricity LCOE time series (L) and experience curves (R). Two coal price time series
from Figure S19 are also shown on (L). Generation data since 1960 is from the IEA, McNerney et al. 140 , BP,
and before this it is our own estimate.

As described earlier, the EIA values are near-term projections of what the LCOE of a newly-built plant
was expected to be at that time. However, the AEO reports feature several different types of coal technology,
which change over time. The data available is so scarce though that we simply use what is available; this is
mostly the “Advanced coal” category, but in some years data is only given for the categories “Conventional
pulverized coal”,“IGCC” and “Coal”, so we use these.

Despite the ambiguity over precisely which technologies the cost data refers to, it is clear that the LCOE
of coal-fired electricity has remained within one order of magnitude for over a century, and even the cheapest
plants have remained in the range 30-70 $(2020)/MWh since 1950. Thus the FDWL model would not be a
good fit for this data; an AR(1) process is much more appropriate.

Bearing in mind that model calibration here requires sequential data, we fit the AR(1) model to a chained
dataset composed of i) the largest block of sequential data in the McNerney data (1948-1987) and ii) the
Lazard low LCOE dataset (2008-2018). The estimated parameters are: φ̂ = 0.92650, σ̂η = 0.10207 and κ̂ =
0.2056. Figure S22 shows the associated AR(1) forecast.

We use the Lazard low LCOE data for calibration because, while new-build coal power stations in ad-
vanced economies cost around 80-130 $/MWh, several countries with large coal resources and low pollution
standards currently have costs of around 60 $/MWh. We have not been able to find any long data series for
these countries, but BNEF has average LCOE data for 2015-2018. In nominal $/MWh the ranges in that period
are: China: 44-68, India: 48-68, Indonesia: 45-71, Turkey: 45-81, Thailand: 64-83, Japan: 55-80, Vietnam:
68-87. The chained dataset we use for calibration, which ranges from 30-91 $/MWh, reflects this range quite
well. Our cost forecast therefore represents the cheapest, most polluting coal power stations. Since we are
focusing purely on minimum possible system costs here, without considering environmental externalities, we
use this forecast, with the caveat that it relies on society continuing to accept very high levels of air pollution
and carbon emissions; this is a very conservative forecast.∗

∗To model less polluting coal power stations, more in line with what might be politically acceptable, we would calibrate the
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Figure S22: Coal LCOE data 1902-2018, AR(1) forecast plus 95% confidence interval and 200 sample paths;
on a log scale (L) and a regular scale (R).

model using the EIA data for 1996-2015. This would raise our forecast significantly, as would adding CCS, but we do neither of
these.
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6.6 Gas electricity

Gas electricity generation data since 1971 is available from the IEA and BP, and in order to produce the
experience curve we estimate cumulative generation before then. Annual generation was 696 TWh in 1971,
and before this gas did not have much of a history in electricity generation149,145. We estimate cumulative
generation before this time to be 7000 TWh.

LCOE data for the US comes from the EIA and Lazard, and some additional global data comes from
Colpier and Cornland 141 . Unfortunately there are no long, consistent time series. Simple open-cycle gas
turbines (OCGTs) were developed in the early twentieth century, then more efficient combined-cycle gas tur-
bines (CCGTs) were developed mid-century, and gradually commercialised throughout the 1970s and 80s.
OCGTs are simpler, have lower capital costs, efficiency of around 40%, are now used for non-baseload appli-
cations (peaking power), and have relatively high LCOE (due to low utilisation). CCGTs are more complex,
have higher capital costs, efficiency around 60%, relatively low LCOE, and are used for baseload and load-
following power. Our model only considers baseload CCGT plants with high capacity factors.

Fuel accounts for around half of total costs150, so gas transportation costs influence the LCOE strongly.
US costs are generally low because local supply is abundant and transported cheaply by pipelines. Costs
in Europe and Japan are higher, reflecting higher transportation costs. We conservatively use the lower US
LCOE values in our cost forecasts. The LCOE time series and experience curve are shown in Figure S23. The
underlying gas price is also shown.
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Figure S23: Gas electricity LCOE time series (L) and experience curves (R). A gas price time series from Figure
S20 is also shown on (L). Generation data since 1973 is from the IEA and BP.

As with coal power, the EIA’s AEO reports feature several different types of technology, which vary over
time. We use the “Advanced combined-cycle” category, as this is the most long-lived category in the reports,
and the technology itself is relatively cheap and high performance.

We found one other data series from the EIA, which is not very reliable on its own but contains a useful
signal when considered alongside other sources. On page 53 of the 1998 AEO edition, Figure 61 shows data
from 1982 to 1996 for “Total production costs” of “coal- and gas-fired generating plants”. The main difference
between this total production cost and an approximate LCOE value is the levelized capital cost component
of LCOE. We assume this is constant and match the data to the other EIA series beginning in 1996; this is
labelled “US LCOE (modelled) (EIA)” on the figure. We do not use these values for model calibration, just as
an indication of the LCOE from 1982-1995.

Due to the general scarcity of data we also include some values from a 2002 study by Colpier & Corn-
land, despite it not being directly comparable with other data. This paper considered one specific vintage
of gas-fired electricity technology, CCGT, from the early stage of commercialisation through to full global
deployment, and no further. It captured the trend of high initial costs of this new vintage being reduced over
the course of a decade as it scaled up and rapid learning occurred. However, during this expansion phase
CCGT only made up a small fraction of the global market, so the high initial costs recorded are not repre-
sentative of industry-wide average costs. The strong learning trend observed can therefore not be interpreted
as a progress trend in the gas-fired electricity industry more widely. As seen when all the data is considered
together on the figure, the underlying gas price gives a better indication of the long term trend of gas-fired
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electricity costs.
Both the LCOE and the underlying gas price are relatively stable, having remained within one order of

magnitude for several decades, so FDWL would not be a good model for this process, and we use the AR(1)
model instead. To calibrate it we use the EIA projected LCOE series, as this is the longest series available,
and we believe it represents the general trend reasonably well since it tracks the underlying gas price. The
AR(1) forecast is shown in Figure S24, and the parameters estimated are: φ̂ = 0.827042, σ̂η = 0.130628 and
κ̂ = 0.48506.
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Figure S24: Gas LCOE data 1996-2019. Data: US EIA. Also shown is the AR(1) forecast plus 95% confidence
interval, and 200 sample paths.
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6.7 Nuclear electricity

Data is available for three different kinds of costs, referring to different technology system scopes. First there
is Overnight Construction Cost (OCC) data (also known as overnight capacity cost, or specific investment
cost). This is the investment per kW of capacity that would be required to install a nuclear reactor very
quickly (i.e. “overnight”) – the cost of instantly buying and installing the required technology. Overnight
costs are generally very different from total costs for nuclear power because construction times are long,
which leads to large additional interest payments (Interest During Construction). This measure is therefore
of limited use in understanding the full costs of nuclear energy. It does however provide some signal regard-
ing underlying technology costs over time, so we include this data for completeness. The main overnight
construction cost dataset was compiled by Lovering et al. 151 , and includes data for demonstration reactors,
one-of-a-kind (“turnkey”) reactors, and commercial reactors. There has been a lot of debate about the inter-
pretation and relevance of OCCs, and Koomey et al. 152 and Gilbert et al. 153 described why they can give a
very misleading impression of the total costs of nuclear energy.

Next there is capacity investment cost data; this is the amount of investment per kW of capacity required
to install a nuclear reactor in reality, including IDC costs. Interest can be substantial first because plant
construction times are long and there are often large delays, leading to cost overruns154, and second because
interest rates reflect wider project risk factors such as local regulation and governance structures. By missing
out these elements, OCCs miss out some of the most important cost components in the full nuclear technology
system. Grubler 155 analysed capacity investment costs of the French nuclear program and Matsuo and Nei 156

considered the Japanese program.
The final cost data we use is LCOE data, which generally follows a similar trend as capacity investment

cost, because nuclear plants have consistently high utilisation. The costs and characteristics of the US nuclear
program were analysed by Koomey and Hultman 142 , while those in France were analysed by Boccard 157

(based on data from the Court of Audit 158), giving approximate LCOE values over several decades.
We use cumulative generation data from BP as the metric for experience. The time series and experience

curve are shown in Figure S25. In addition, Figure S26 shows all the capacity cost data we could find (OCCs
and investment costs).
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Figure S25: Nuclear power LCOE time series data (L) and experience curves (R).
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Figure S26: Nuclear power capacity investment cost data.
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Long-term trends in nuclear power are much discussed, but empirically it is clear that on average, globally,
costs have increased. The most common understanding of technological learning is that as experience with a
technology accumulates, modifications and innovations are added that improve the technology, which lead to
cost reductions. However, technological learning can also lead to improvements that result in cost increases.
This is the case for nuclear energy, where additional operational experience has resulted in better calibration
of risks that were not well understood initially, and consequently better pricing of these risks.

Nuclear energy has half a century of experience in a high skill, technologically advanced, well funded,
well supported global industrial sector. It has been continuously active across multiple scales and applica-
tions, from marine propulsion to large land based plants. Note that the small, standardised reactors used
in marine propulsion, which have been designed, built and operated extensively (more so than land-based
power plants), are in many ways similar to “small modular reactors” (SMRs), so it would be surprising if SMRs
deviated from the trends displayed in the data here. Despite this vast, varied experience, power generation
costs have consistently increased.

Learning occurs in all areas of technology development, from invention to end-use, and for nuclear the
most consequential learning has been at the level of the societies in which the technology is embedded.
Investors, populations, and politicians have gradually updated their views on the technology – and on the
emergent characteristics of the industry that develops the technology – leading to increased safety standards,
higher interest rates, and higher costs.

Fitting the FDWL model to the chained series formed from the Koomey and Hultman data and the Lazard
low data (see right hand plot in Figure S25) gives parameter estimates ω̂ = −0.20, σ̂ω = 0.15 and σ̂η = 0.14.
Chaining together different combinations of post-commercialisation data (including capacity cost data) gives
similar parameter estimates – there is always a negative learning trend. However, there are many highly
exceptional features to nuclear power that make its development particularly dependent on policy choices.
Therefore, despite the clear long term trend in the data, we attempt to be as optimistic as possible regarding
nuclear electricity, on the basis that perhaps a single experience curve encompassing both the 1970s and the
2010s is not the best model. We thus assume that cost escalations have stopped, the current cost is at the very
low end of current cost estimates, and the forecast volatility is quite low. We take c6

0 = 90 $/MWh, ω̂ = 0.00,
σ̂ω = 0.01 and σ̂η = 0.02. Figure S27 shows production in each scenario with the associated cost forecasts given
these parameters. We take the technology lifespan to be L6 = 40 years (though varying this choice makes little
difference since costs are assumed to be fairly static). Parameter choices are summarised in Table S16.

Main case Side case
Experience exponent: ω̂ = 0.00

Experience exponent standard error: σ̂ω = 0.01
Noise standard deviation: σ̂η = 0.02

Current cost: c6
0 = 90 $/MWh c6

0 = 70 $/MWh
Lifespan: L6 = 40

Table S16: Nuclear parameters.
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Figure S27: Nuclear electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S25.
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6.8 Hydropower electricity

We use global annual hydropower generation data from BP. However, this data begins in 1965, so in order to
compute cumulative electricity generation it is necessary to estimate cumulative pre-1965 generation. This is
done by using estimates of annual generation available at www.OurWorldInData.org. Generation in 1965 was
approximately 1000TWh, and generation in 1940 was approximately 200TWh, so we approximate pre-1965
cumulative generation very crudely by the round number 10000TWh.

There is limited cost data available, in particular no long time series. We use global LCOE data from
IRENA 159 and Bloomberg Terminal, but this is only available for the last decade. AEO projected LCOE values
are also available for this time, though these refer only to US projects so should be treated with caution, since
hydropower is so geographically and politically specific. In addition the AEO reports state that the projected
LCOE values assume some seasonal storage capability, and although this technical capability is of course
normal, it is not clear if or how the values given have been modified to reflect the value of this service.

Due to the lack of LCOE data we also considered capacity cost data. IRENA has this data since 2010 as
usual, and AEO reports give a slightly longer series, from 2005 onwards. The data is shown in Figures S28
and S29.
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Figure S28: Hydropower annual generation (L) and capacity cost time series (R).
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Figure S29: Hydropower LCOE time series (L) and experience curves (R).

Global LCOEs and capacity costs have been approximately level over the last decade. The US LCOE series
shows a steep decline since 2010, but since 2005 capacity costs have actually increased (though most of this
is just due to the 2008 financial crash). In this case it seems likely that capacity costs are a better indicator
of the general trend, and that the decline in projected LCOEs reported is an artifact of specific modelling
assumptions rather than a trend that was ever actually observed.

Note that Wright’s law is probably not a very good model for hydropower technology dynamics, because
the development of the technology is overwhelmingly dictated by geography – there is relatively little “tech-
nology” in this form of generation, compared to other forms. Furthermore, projects are on average very large,
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and thus greatly influenced by governmental decision making, so the dynamics of the entire technology sys-
tem are very different to more granular technologies. As with all large infrastructure projects, significant cost
and time overruns are common160.

Fitting the FDWL model to this very short data series is unsuccessful as this results in experience exponent
ω̂ = 0.60 and noise standard deviation σ̂η = 0.14. Due to the extremely large initial cumulative production
these values are both very high, and likely completely unrepresentative of the historical development of
hydropower costs. Indeed, the plots show that costs are essentially flat, and we have come across no data
or anecdotal evidence indicating otherwise. To reflect this trend we take ω̂ = 0.00, σ̂ω = 0.01 and σ̂η = 0.01.
Figure S30 shows production in each scenario with the associated cost forecasts given these parameters. We
take the technology lifetime to be L7 = 100 years, and use an initial cost value of c7

0 = 47 $/MWh. Parameter
choices are summarised in Table S17.

Main case
Experience exponent: ω̂ = 0.00

Experience exponent standard error: σ̂ω = 0.01
Noise standard deviation: σ̂η = 0.01

Current cost: c7
0 = 47 $/MWh

Lifespan: L7 = 100

Table S17: Hydropower parameters.
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Figure S30: Hydropower electricity generation in each scenario (top row), with the corresponding cost fore-
cast distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S29.
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6.9 Biopower electricity

For biopower generation data we use the Biofuels and Waste category in the IEA’s Energy Technology Perspec-
tives 2017 report161. The values in this dataset are actual data to 2014 and provisional estimates for 2015-18.
However, we treat the latter as true data anyway as it is unlikely to be far from the truth over such a short
time horizon. In 1990 generation was around 130 TWh, in 2000 it was around 160 TWh, and in 2010 it was
around 370 TWh; we therefore estimate pre-1990 cumulative generation to be 1000 TWh.

Cost data is very limited. We use global LCOE values from IRENA, and US LCOE values from Lazard and
the EIA. Due to the general lack of data we also extracted data from Junginger et al. 162 , but it is important to
note that this is not directly comparable with the other sources. This study tracked the progression of wood
chip fuelled CHP plants in Sweden from the very early stages of the industry to nationwide commerciali-
sation. This was a highly directed energy technology program set up specifically to use an abundant, easily
managed, local source of biofuel, and the costs are unlikely to be either replicable elsewhere or representative
of global trends. The time series and experience curve are shown in Figure S31.

1970 1980 1990 2000 2010 2020
Year

0

50

100

150

200

LC
O

E
, 2

01
8$

/M
W

h

Global LCOE (IRENA)
Sweden LCOE (Junginger et al. 2006)

Sweden wood chip price (Junginger et al. 2006)
US LCOE (near-term projection) (EIA)

US LCOE (Lazard) (low)
US LCOE (Lazard) (high)

1000 3000 10000
Cumulative electricity generated, TWh

10

40
60
80

120
160
200

LC
O

E
, 2

01
8$

/M
W

h
1990

2003

2008 2018

Figure S31: Biopower LCOE time series (L) and experience curves (R).

It is unclear whether an experience curve model or an AR(1) model is more appropriate for this process,
since costs do not appear to have dropped significantly in the past three decades. However, use of biopower
is so restricted in our model that realistically it doesn’t make much difference which model we use, providing
costs remain approximately level. The literature identifies learning rates of 2-15%129, so we just pick a value
at the very low end of this range and assume small fluctuations around the progress trend. We take ω̂ = 0.05,
σ̂ω = 0.01 and σ̂η = 0.02. Figure S32 shows production in each scenario with the associated cost forecasts
given these parameters. We take the technology lifetime to be L8 = 30 years, and use an initial cost value of
c8

0 = 72 $/MWh. Parameter choices are summarised in Table S18.

Main case
Experience exponent: ω̂ = 0.05

Experience exponent standard error: σ̂ω = 0.01
Noise standard deviation: σ̂η = 0.02

Current cost: c8
0 = 72 $/MWh

Lifespan: L8 = 30

Table S18: Biopower parameters.
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Figure S32: Biopower electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S31.
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6.10 Wind electricity

We collected global annual wind electricity generation data from a variety of sources, including BP 137 ,
IRENA, the IEA, and Wiser et al. 146 . We collected cost series for the LCOE of onshore wind, from Wiser
et al. 146 , Schilling and Esmundo 163 , Lazard 138 , IRENA 139 , and Bloomberg Terminal. Time series, experi-
ence curves and data sources are shown in Figure S33.
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Figure S33: Wind LCOE time series and forecast (L, left axis). Historical generation and future scenarios (L,
right axis). Historical experience curves and cost forecasts in each scenario (R).

The final production data series we use is a combination of capacity data from Wiser et al. 146 for 1980-
1989 (assuming capacity factor 0.2, taken from IRENA 139), and IEA generation data for 1990-2020. The final
LCOE series we use is from IRENA 139 . These data series give ω̂ = 0.194, σ̂ω = 0.041 and σ̂η = 0.065. Figure
S34 shows production in each scenario with the associated cost forecasts given these parameters. We take the
technology lifetime to be L9 = 30 years, and use an initial cost value of c9

0 = 41 $/MWh. Parameter choices are
summarised in Table S19.

Main case Side case
Experience exponent: ω̂ = 0.194

Experience exponent standard error: σ̂ω = 0.041
Noise standard deviation: σ̂η = 0.065

Current cost: c9
0 = 41 $/MWh

Lifespan: L9 = 30

Table S19: Wind parameters.
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Figure S34: Wind electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S33.
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6.11 Solar PV electricity

Solar PV generation data for 1976-1989 is from Nemet 143 , for 1990-2014 is from IEA 161 and after that from
IEA WEO reports. LCOE data is from a wide variety of sources. Historical time series and experience curves
are shown in Figure S35, along with generation in each of the five scenarios, plus the implied cost forecast
distribution in each case. FDWL is a good model for this technology.
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Figure S35: Solar PV LCOE time series and forecast (L, left axis). Historical generation and future scenarios
(L, right axis). Historical experience curves and cost forecasts in each scenario (R).

The final production series we use is a combination of Nemet 143 data for 1976-1989, and IEA data for
1990-2020. The final LCOE series we use is a combination of Nemet 143 for 1976-2009, and IRENA 139 for
2010-2020. These data series give ω̂ = 0.319, σ̂ω = 0.043 and σ̂η = 0.111. Figure S36 shows production in
each scenario with the associated cost forecasts given these parameters. We take the technology lifetime to
be L10 = 30 years, and use IRENA’s reported 2020 LCOE as the initial cost value: c10

0 = 57 $/MWh. For a side
case we take a lower value of c10

0 = 49 $/MWh, which was reported by BNEF in 2020. Parameter choices are
summarised in Table S20.

Main case Side case
Experience exponent: ω̂ = 0.319

Experience exponent standard error: σ̂ω = 0.043
Noise standard deviation: σ̂η = 0.111

Current cost: c10
0 = 57 $/MWh c10

0 = 49
Lifespan: L10 = 30

Table S20: Solar parameters.
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Figure S36: Solar PV electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S35.
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Year data Publication Model PV system floor PV system floor Observed global Observed 5th
published cost in model, cost in model, average PV system percentile PV system

nominal currency USD(2020)/kW cost, USD(2020)/kW cost, USD(2020)/kW
1997 Messner 164 MESSAGE 1000 USD(1990)/kW 1784 17038
1999 Barreto and Kypreos 165 ERIS 500 USD(1998)/kW 757 15113
2000 Kouvaritakis et al. 166 POLES 1400 USD(1990)/kW 2498 13465
2002 de Feber et al. 167 MARKAL 537 €(1995)/kW 1116 10926
2004 Anderson and Winne 168 (from Baker et al. 169 ) E3MG 1000 USD(2004)/kW 1353 9975
2005 Kypreos 170 MERGE-ETL 1000 USD(2000)/kW 1465 10131
2006 Bosetti et al. 171 (from Baker et al. 169 ) WITCH 500 USD(1995)/kW 795 8881
2007 Bosetti et al. 172 (from Baker et al. 169 ) WITCH 500 USD(1995)/kW 795 8031
2009 Bosetti et al. 173 (from Baker et al. 169 ) WITCH 500 USD(1995)/kW 795 5112
2009 Rout et al. 174 TIMES-G5 2100 €(2000)/kW 3123 5112
2011 Luderer et al. 175 ReMIND-R 650 USD(2005)/kW 853 4007 2607
2012 Bibas and Méjean 176 , Bibas and Méjean 177 IMACLIM 890 USD(2001)/kW 1274 3021 2085
2014 Criqui et al. 178 POLES 1100 USD(2005)/kW 1444 2393 1422
2014 Criqui et al. 178 POLES 2000 USD(2005)/kW 2626 2393 1422
2015 Luderer et al. 179 REMIND 500 USD(2005)/kW 656 1823 1206
2016 Emmerling et al. 180 WITCH 400 USD(2005)/kW 525 1657 1032
2017 Muratori et al. 181 GCAM 1680 USD(2010)/kW 1995 1432 837
2017 Creutzig et al. 182 REMIND 450 USD(2015)/kW 491 1432 837
2017 Creutzig et al. 182 REMIND 225 USD(2015)/kW 245 1432 837
2018 Carrara et al. 183 IMAGE 433 USD(2015)/kW 472 1223 806
2018 Carrara et al. 183 POLES 619 USD(2015)/kW 675 1223 806
2020 Luderer et al. 106 REMIND 450 USD(2015)/kW 491 883 572

Table S21: Solar PV installed system floor costs in models, and observed data. Dates in the first two columns may vary because papers are sometimes published
online before publication in the print edition of a journal. Deflators and exchange rates used are from https://fred.stlouisfed.org . PV system cost data is from
annual Trends Reports from the IEA’s Photovoltaic Power Systems Programme (https://iea-pvps.org) up to 2009, and from IRENA 184 from 2010 onwards. PV
module cost data plotted in Figures 3 and 9a is from the PCDB185 (1975-1979) and the Fraunhofer Photovoltaics Report186 (1980-2020).
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6.12 Batteries

The model has two kinds of batteries available for energy storage, one for daily cycling, the other for a little
longer, around three days. We suppose that Li-ion and Va-redox flow batteries fill these roles, though there
are other battery chemistries and designs available, and we treat the data presented for these technologies
as indicative of general storage cost trends. We deal only in terms of energy storage capacity, GWh. A more
comprehensive analysis would also consider charge and discharge rates but that is beyond the scope here.

Li-ion data comes from IEA 187 , Schmidt et al. 188 , Ziegler and Trancik 82 , plus reports and presentations
freely available on the internet from Citibank 189 , Pillot 190 , BNEF 29 , Clark 191 and Lazard 192 . For Va-redox
flow batteries, data comes from Schmidt et al. 188 and Lazard 192 . Figure S37 shows the time series and
experience curves.
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Figure S37: Battery cost time series (L) and experience curves (R).

Applying the experience curve concept for electrochemical energy storage is particularly difficult because
of the many different chemistries and designs available, and the varied applications – it is not clear where
technology boundaries lie. The data shows that since 2010 EV pack costs have converged very quickly to a
point in line with the longer term Li-ion trend. We therefore use the longer term trend (“Li-ion (all applica-
tions)” on the plot) and assume that variations in cost for different applications will occur but be roughly in
line with this trend. The parameters estimated for Li-ion batteries are ω̂ = 0.342, σ̂ω = 0.073 and σ̂η = 0.116,
so we use these. We take the lifetime of utility-scale grid batteries in the model to be L11 = 12 years. In
addition, we take EV battery lifetime to be 10 years; this is not used directly in the cost analysis, but it is
required to calculate the cumulative production of all batteries. We take c11

0 = 310 $/kWh as the initial cost
value, which is the 2020 value given in the IEA’s WEO 2021. Figure S38 shows production in each scenario
with the associated cost forecasts given these parameters.

Further analysis and discussion of grid-scale energy storage technologies may be found in Kittner et al. 193 ,
while the role of battery technologies in EVs in particular is considered in Nykvist and Nilsson 194 , Kittner
et al. 195 and Kittner et al. 196 . The progress and innovation rates found in these studies are consistent with
our modelling.

Based on IEA 30 and Pillot 197 , we take the installed capacity of EV batteries in 2020 to be 572 GWh, and
of grid batteries to be 50 GWh. The cumulative production of all Li-ion batteries in 2020 was 1173 GWh,
with the residual made up from batteries in electronics over several decades.

Flow battery technology is much less mature, its future progress more speculative, and the lack of sequen-
tial data means we can not calibrate the FDWL model, so we need to estimate some plausible parameters.
Schmidt et al. 188 reported a learning rate of 11±9% when fitting a level experience curve model. The cen-
tral value of 11% translates to an experience exponent of 0.168 so we use this. This is close to the value for
wind electricity (0.194) so we assume that the other two parameters are similar also, and use these: we take
ω̂ = 0.168, σ̂ω = 0.041 and σ̂η = 0.065. This experience exponent is much lower than that observed for Li-ion
batteries, but this is plausible because flow batteries are much larger and have few uses beyond large energy
system applications, so are less likely to benefit from economies of scale in manufacturing. Lazard’s Levelized
Cost of Storage Analysis 2019192 has the current cost of Va-redox batteries at around 314-550 $/kWh, so we
use an initial cost value of c12

0 = 400 $/kWh. We take the technology lifetime to be L12 = 20 years, and the cu-
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Figure S38: Daily battery storage capacity in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S37. The discontinuities between past and future installed capacity in the top row
arise because the historical data includes batteries in consumer electronics, which form the majority of all
historical battery production, while future installed capacity concerns only batteries used in EVs and power
grid applications.

mulative installed capacity in 2020 to be 0.3 GWh (based on Schmidt et al. 188). Figure S39 shows production
in each scenario with the associated cost forecasts given these parameters. Parameter choices are summarised
in Table S22.

Main case (Li-ion) Main case (flow battery)
Experience exponent: ω̂ = 0.421 ω̂ = 0.168

Experience exponent standard error: σ̂ω = 0.063 σ̂ω = 0.041
Noise standard deviation: σ̂η = 0.103 σ̂η = 0.065

Current cost: c11
0 = 310 $/kWh c12

0 = 400 $/kWh
Lifespan: L11 = 12 L12 = 20

Table S22: Battery parameters.
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Figure S39: Multi-day battery storage capacity in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figure S37.
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6.13 Hydrogen and electrolyzers

The model is designed in such a way that scenarios are built in terms of annual quantities of energy from P2X
fuels, but costs are computed in terms of the installed capacity of electrolyzers required to produce the P2X
fuel. The cost of the electricity used to power the electrolyzers is dealt with separately. We therefore need to
know the current installed capacity of electrolyzers, plus their annual P2X fuels output per sector, in order to
build scenarios. We also need to know historical electrolyzer cost and production data, to calibrate the FDWL
model and forecast costs.

Global hydrogen production is currently around 115 Mt (million tonnes)26. 1 Mt H2 is 1 × 109 kg H2,
and the lower heating value of hydrogen is approximately 120 MJ/kg (we use the LHV because we assume
the latent heat of vaporization of water will not be recovered in most applications). Hence 1 Mt H2 contains
120×109 MJ, or 0.12 EJ, and total current production is around 13.8 EJ. Of this, 60% (8.4 EJ) is pure hydrogen,
used mainly in oil refining and ammonia production for fertilisers, and 40% (5.4 EJ) is hydrogen as part of a
mixture of gases, used mainly for fuel or feedstock. However, over 95% of hydrogen is produced from fossil
fuel sources, the most common method being steam methane reforming (SMR) (around 50%), with coal and
oil gasification making up most of the rest. Producing hydrogen by electrolysis of water currently makes up
just 2-4% of the total. Despite the current dominance of fossil fuel based methods, decarbonising these would
require CCS, so we do not consider them in our model, we only consider electrolysis.

Electrolyzers use electricity to split water and produce hydrogen. This is the reverse of the process that
occurs in a hydrogen fuel cell, and the two technologies are closely linked. Indeed some current electrolyzers
can be run in reverse, providing fuel cell functionality. In our high renewables scenarios we assume that
either some electrolyzers will have this capability and will be used for electric grid backup in future (running
in one direction when excess renewable electricity is available and in the other when there is a scarcity); or, if
this functionality does not become widespread, that hydrogen can be combusted in turbines at very low cost
(since there will be a large stock of fully amortized CCGTs available after gas combustion has been phased
out, see S.I. 3.3). Most electrolyzers, however, will be dedicated to hydrogen production for other purposes
(transport, industry, and buildings) and will not require this functionality. There are three established types
of electrolysis and electrolyzer, with different characteristics and different potential for future development:
alkaline electrolysis (AEL), polymer electrolyte membrane electrolysis (PEM) and solid oxide electrolysis cells
(SOEC) (see e.g. Buttler and Spliethoff 198 , Carmo et al. 199 , IRENA 200 for comprehensive reviews).

AEL is a mature technology that has been used commercially since the 1920s, especially in chlorine
and fertiliser production. PEM and SOEC were invented in the 1960s and 70s respectively. Both are cur-
rently more expensive than AEL and have been used far less. Before SMR and gasification methods became
widespread in the 1950s, AEL was the primary method of hydrogen production. It still accounts for almost
all hydrogen produced by electrolysis today.

Around 20 GW of cumulative AEL capacity has been installed, though much of this has now been de-
commissioned201,188. Early installations were placed near hydropower facilities to take advantage of cheap,
reliable electricity, but this practice stopped when the cheaper fossil-based methods took over. Both PEM and
SOEC have much lower cumulative installed capacities, probably around 80 MW and 0.3 MW respectively.
These are figures given by the IEA for energy applications only, and it is not clear how widely the technologies
have been deployed in other areas, but due to their higher costs relative to AEL, it is believed that they have
only occupied very small niches with specific performance requirements, for example in science, R&D and
hi-tech environments.

One of the main drawbacks of AEL, especially in the context of operating with highly variable renewable
energy sources as input, is its relative lack of flexibility. It currently takes 1-5 minutes to achieve full load
from an already warm, pressurized standby state, while PEM takes just seconds: less than 10 seconds for
MW-scale installations. This lack of flexibility could be addressed either by advances in the technology itself
(which reports indicate are underway) or by coupling it with a battery storage system (the costs of which are
falling rapidly also). PEM costs have dropped a lot in the last decade as the technology has begun to reach
commercial scale. SOEC is still mostly at the R&D stage, though it is attracting a lot of interest due to its high
conversion efficiency and ability to run in reverse as a solid oxide fuel cell (SOFC), generating electricity from
hydrogen. PEM fuel cells also exist, making reversible PEM electrolyzers a possibility in future.

Due to the complicated historical development of this group of technologies, and their different technical
characteristics, there is no obviously best way to apply the experience curve concept. AEL is orders of magni-
tude more mature than PEM and SOEC, so treating them all as a single technology and using the combined
cumulative experience to construct an experience curve would mean that any trends that may exist for PEM
and SOEC alone would be suppressed by the AEL trend (i.e. any experience-cost trend would be obscured
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by the much larger AEL experience). Furthermore, knowledge spillovers, at least between AEL and the other
two technologies, are likely to be small, since their different characteristics mean that they perform different
functions and are part of different technology clusters – they are not usually substitutes. Hence we believe it
is reasonable to treat AEL and PEM/SOEC as separate technologies, with separate experience curves.

We have collected as much data as possible on costs and cumulative experience, but it is relatively patchy
overall, and does not lead to definitive conclusions about how best to model future costs. Before considering
the best strategy it is useful to consider the data. There is not enough data on SOEC to make meaningful plots
so we just consider AEL and PEM.

For production data we referred to: Schmidt et al. 188 , Glenk et al. 144 , IEA 26 , and IEA 89 , and the accom-
panying datasets, plus Schoots et al. 201 , Buttler and Spliethoff 198 and Staffell et al. 96 . Of these, Schmidt
et al. 188 and Schoots et al. 201 consider the full history of AEL applications, while all the others consider elec-
trolyzer capacity for energy purposes only, i.e. power-to-gas (PtG) systems – this is an important difference.

For cost data we referred to Glenk et al. 144 , Glenk and Reichelstein 202 and Schmidt et al. 188 , and the
accompanying datasets, plus IEA 12 , IEA 102 , and IRENA 203 . In all cases costs refer to electrolyzer system
costs. A full PtG system costs about 15% more202, which is typically well within the range of cost estimates
anyway, so the difference is not important. We plot the data in Figures S40-S42. Our final cost data series for
PEM electrolyzers is the combination of the Glenk et al. 144 data, which runs from 2004-2019, plus one final
2020 cost value taken from IEA 102 .

Figure S40 shows the cost time series and experience curve for AEL since the 1950s. Despite the much
better data coverage for PtG applications since 2003, the experience curve is not particularly meaningful
because recent PtG capacity additions form such a small part of the historical total, and show a great deal
of variation. IEA 26 lists 2018 capital costs for a full AEL PtG plant as being in the range 500-1400$/kW.
However, recent quotes reported by BNEF indicate that costs may be as low as 200$/kW already in some
places204.

If instead we suppose that pre-1990s learning has played only a minimal role in AEL’s subsequent progress
in PtG applications (which is plausible), then we see a slightly different picture because cumulative experience
in these applications is much lower.∗ Since we assume PEM systems have no other experience besides PtG
systems, this perspective gives a fairer comparison between the two technologies. Figures S41 and S42 show
the PtG plots for AEL and PEM systems.

We observe that progress in PEM PtG has on average been faster than in AEL PtG, and the experience
curve appears to be steeper and more consistent. However, it is clear that in both cases the data itself is very
volatile. This is for two reasons, both a consequence of the lack of maturity of the technologies. First, there
are relatively few cost observations, so that any calculated average cost is very volatile. Second, production
additions are very lumpy, sometimes arriving in very small increments, sometimes much larger. Calibrating
the FDWL on such volatile data results in forecasts with very large uncertainty.

Attempting to calibrate the FDWL model using the AEL PtG mean cost data does not give good results
because the fluctuations are so large and there is so little data that the model is unable to pick out a progress
trend: ω̂ = −0.045, σ̂η = 0.439 and σ̂η = 0.368. Calibrating the model using the PEM PtG cost data from Glenk
et al. 144 is more successful, resulting in an estimated experience exponent of ω̂ = 0.129 with standard error
σ̂η = 0.067, and noise standard deviation σ̂η = 0.201, so although the uncertainty is still large, there is also a
strong progress trend.

Given the wide range of costs, cumulative production and characteristics of the different technologies, we
believe that the most justifiable strategy for producing data-driven, quantitative distributional cost forecasts
is to use the PEM PtG dataset, with the understanding that there is a good chance this trend may also encom-
pass SOEC technologies as they progress. Currently though, PEM has the high flexibility required to absorb
variable electricity sources, it is safe and reliable, and has good lifetime and efficiency characteristics, so it is
a very promising candidate. Note that the lowest current cost estimate of AEL is already 80% cheaper than
the initial PEM cost estimate we use, so we are again being highly conservative in our cost estimates.

∗In fact it seems likely that pre-1990s progress in all three technologies may have played a similarly small role in their overall
progress in PtG systems. After all, they were all invented many decades earlier, and had years of experience at the R&D stage. Also,
the main commercial application of early AEL systems involved continuous, very high load factor operation, which is quite different
from the kind of flexible operation being considered for modern PtG applications.
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Figure S40: AEL electrolyzer cost time series (L) and experience curve (R).
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Figure S41: AEL PtG/PtL electrolyzer cost time series (L) and experience curve (R).
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Figure S42: PEM PtG/PtL electrolyzer cost time series (L) and experience curve (R). “GMR 2021” means
Glenk et al. 144 , and “G&R 2019” means Glenk and Reichelstein 202 . (Note that the 2020 PEM cost value is
taken from IEA 102 , because the Glenk et al. 144 data only runs to 2019.)

Now that we have chosen to use PEM as our electrolyzer technology, we must consider the initial capacity
that exists and the initial hydrogen production per sector. The current installed capacity is around 80.24
MW for PEM in energy applications. To get this figure we used the data in the IEA 89 database, but excluded
one very large data point (8.931MW) from 2000, as it is completely out of character with subsequent data (it
may be measuring something other than PEM PtG systems). In lieu of this single point, we added two other
data points we found that are much more in line with subsequent data. The first is for 1992 (0.002MW),
the second is for 2000 (0.001MW), and they were found in Buttler and Spliethoff 198 and IEA 26 , respectively.
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The total installed PEM capacity, 80.24 MW, is approximately equal to the total cumulative production of
these electrolyzers, because so few have been decommissioned. 80.24 MW of capacity is equivalent to 288.9
GJ/hour. This is the maximum rate of electricity consumption. In this model we assume electrolyzers are
operated at 50% utilisation rate on average, so the annual electricity consumption of PEM electrolyzers is
around 0.001265 EJ/year. This is the electrical input though, so assuming a conversion efficiency of 70%,
this gives around 0.0008857 EJ/year of hydrogen.† This is such a tiny amount that the precise value is not
important, just the approximate order of magnitude. We split this electrolytic hydrogen evenly between the
three end-use sectors to initialise the quantity of P2X fuel consumed by each, from which to begin building
out scenarios.

We take ω̂ = 0.129, σ̂ω = 0.067 and σ̂η = 0.201. Figure S43 shows production in each scenario with the
associated cost forecasts given these parameters. PEM electrolyzer stack lifetimes (i.e. operating hours) are
currently in the range 30000-90000 hours, and are expected to rise by 2030 to 60000-90000 hours26. We
assume a lifetime of 70000 hours, which, at 50% utilisation rate, translates to around 16 years. We therefore
take the technology lifetime to be L13 = 16 years, and use an initial cost value of c13

0 = 1313 $/kW, which is
the value for 2020 given in the IEA’s WEO 2020. Parameter choices are summarised in Table S23.
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Figure S43: Electrolyzer installed capacity in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row). Cost forecast distributions
show 100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data
is the same as in Figures S41 and S42.

†Conversion efficiencies of current PEM electrolyzers are around 60%. However, the long term efficiency of PEM is expected to be
around 70%26. We use a single, fixed value of 70% throughout the model, because it is only in the long term that electrolysis produces
significant quantities of hydrogen. In addition, utilisation rate and efficiency play equivalent roles in the hydrogen production
calculation, so it would be easy to compensate for the slightly high initial efficiency value if we wanted, by assuming slightly higher
initial utilisation. This is unnecessary though, and we prefer simply to use single parameter values that remain constant for the entire
model horizon. In addition, SOEC efficiency is currently around 80% and is expected to increase to around 90%, so there is plenty of
opportunity for improvement.
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Main case Side case
Experience exponent: ω̂ = 0.129

Experience exponent standard error: σ̂ω = 0.067
Noise standard deviation: σ̂η = 0.201 σ̂η = 0.100

Current cost: c13
0 = 1313 $/kW

Lifespan: L13 = 16

Table S23: Electrolyzer parameters.
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6.14 Electricity networks

Power grid costs are dealt with differently than other technologies. Due to limited data and the relatively
small contribution to total system costs, we do not use a stochastic cost forecasting model, but simple de-
terministic costs instead, that scale with total electricity generation. In addition to the investments shown
here, the model also includes large expenditures on batteries, electrolyzers and overcapacity, to deal with the
intermittency of VRE sources, as described in detail in S.I. 3.7.

Figure S44(L) shows total electricity generation historically, and in each of our scenarios. Observed data
here is from IEA 161 for 2000-2014, and thereafter from annual IEA WEO reports.

Figure S44(R) shows annual investments in electricity networks historically, plus our modelled invest-
ments in each scenario. Observed data is from IEA 161 for 2000-2009; from the IEA’s 2019 World Energy
Investment report205 for 2010-2018; and from IEA 110 for 2019-2020.

Figure S44: Total electricity generation (L) and annual investments in electricity networks (R) in each sce-
nario.
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6.15 Technology data summary

Table S24 summarises all the technology data used in the model, and Table S25 summarises the unit conversions.

Technology Cost, c0 (2020$) Cumulative production, z0 Annual production, E0 Lifespan, Cost model parameters
Std. units $/GJ Std. units EJ Std. units EJ/yr years

AR(1) Mean-reversion Constant Noise Long-term
technologies φ̂ κ̂ σ̂ϵ mean, eµ̂

Oil1 70.86 $/bbl 11.6 - - 3229 Mtoe 135.2 - 0.8128 0.4002 0.3037 8.476
Coal2 55.17 $/metric ton 1.84 - - 910 Mtoe 38.1 - 0.9499 0.0378 0.0902 2.126
Gas3 5.8 $/MMBtu 5.5 - - 1421 Mtoe 59.5 - 0.7455 0.4028 0.2617 4.8690

Coal electricity 60 $/MWh 16.7 310624 TWh 1118 9911 TWh 35.7 - 0.927 0.206 0.102 16.4
Gas electricity 50 $/MWh 13.9 142762 TWh 514 6356 TWh 22.9 - 0.827 0.485 0.131 16.5

Wright’s law Exp. exponent Std. error Noise Learning
technologies ω̂ σ̂ω σ̂η rate, 1− 2−ω̂

Nuclear 90 $/MWh 25 95782 TWh 345 2790 TWh 10.0 40 0.000 0.010 0.020 0
Hydropower 47 $/MWh 13 144187 TWh 519 4236 TWh 15.2 100 0.000 0.010 0.010 0

Biopower 72 $/MWh 20.0 10350 TWh 37.3 709 TWh 2.55 30 0.050 0.010 0.020 3.4%
Wind 41 $/MWh 11.3 11158 TWh 40 1596 TWh 5.75 30 0.194 0.041 0.065 12.6%

Solar PV 57 $/MWh 15.7 3683 TWh 13.3 833 TWh 3.0 30 0.319 0.043 0.111 19.8%
Daily batteries 310 $/kWh 86000 1173 GWh 0.00422 - - 12 0.421 0.063 0.103 25.3%

Multi-day storage 400 $/kWh 111100 0.3 GWh 10.8× 10−7 - - 20 0.168 0.041 0.065 11.0%
Electrolyzers 1313 $/kW 364722 80.24 MW 2.89× 10−7 EJ/hr - - 10 0.129 0.067 0.201 8.6%

Other
technologies

Electricity networks 10.4 bn$/PWh

Table S24: Technology parameters used in main case analysis. All values refer to the model base year, 2020.
1 Direct-use oil in transport, industry and buildings sectors only
2 Direct-use coal in industry and buildings sectors only
3 Direct-use gas in industry and buildings sectors only
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Technology Relevant units and conversions

Crude oil bbl: barrel of oil (unit of volume)
boe: barrels of oil equivalent (unit of energy)

Mtoe: million tonnes of oil equivalent (unit of energy)
1 boe = 6.12 GJ

1 Mtoe = 0.041868 EJ
∴ 1 $/boe = 1

6.12 $/GJ = 0.163 $/GJ
Average price in 2021147: 70.86 $/bbl

This is equivalent to approximately 11.6 $/GJ = 11.6 bn$/EJ

Bituminous coal 1 short ton = 0.907185 metric tons = 907.185 kg (unit of mass)
(i.e. non-power- Specific energy: 24-35 MJ/kg
sector coal) We use 30 MJ/kg = 30 GJ/metric ton

Bituminous price in 2018, US206: 59.43 $/short ton = 65.51 $/metric ton
Anthracite price in 2018, US206: 99.97 $/short ton = 110.2 $/metric ton

Price in 2018, Australia147: 113.23 $/metric ton
Bituminous US value is equivalent to 2.18 $/GJ

Natural gas MMBtu: million Btu (unit of energy)
1 MMBtu = 1.05505585 GJ (IEA)

Price in Jan 2019, US (FRED): 3.08 $/MMBtu
Price in Jan 2019, Europe (Statista): 6 $/MMBtu

Price in 2019, Japan (Statista): 7.4 $/MMBtu
Lowest value is equivalent to approximately 3 $/GJ = 3 bn$/EJ

Electricity 1 TWh = 0.0036 EJ
1 MWh = 3.6 GJ
1 kWh = 3.6 MJ

277.8 TWh = 1 EJ
∴ 1 $/MWh = 1

3.6 $/GJ = 0.2778 $/GJ
and 1 $/kWh = 1

3.6 $/MJ = 0.2778 $/MJ = 277.8 $/GJ
E.g. LCOE: 50 $/MWh = 13.90 $/GJ = 13.90 bn$/EJ

E.g. EV battery packs: 137 $/kWh ≈ 38000 $/GJ
E.g. Li-ion grid storage: 310 $/kWh ≈ 86000 $/GJ
E.g. VRF grid storage: 400 $/kWh ≈ 111000 $/GJ

Electrolyzers Current cost is around 1313 $/kW
1 kW = 1 kWh/h = 10−9 TWh/h = 3.6× 10−12 EJ/h

∴ 1313 $/kW = 1313× 1012/3.6 $/(EJ/h) ≈ 364722 $/(GJ/h)

Table S25: Summary of cost and unit conversions.
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7 Results

7.1 Main case results

Calculating the total costs of each scenario over one instance of the next T years requires generating the
complete ensemble of stochastic variables in the model: T noise draws for each AR(1) technology, plus one
experience exponent draw and T +1 noise draws for each FDWL technology. For T = 50 the resulting ensemble
consists of 666 values.

We generated this complete ensemble M = 100000 times, with the parameters shown in Table S24 (this
takes around 50 minutes on a 2015 MacBook Pro). For each ensemble we computed the implied cost sample
path for each technology (shown in S.I. 6, e.g. Figures S19 and S27). We then calculated the annual system
cost sample at each time for each scenario (Eq. 49), thus obtaining the annual cost distributions, W scenario

t .
Figure S45 shows the evolution of these distributions for the five scenarios, and Figure S46 shows the median
annual spend on each technology in each scenario.∗
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Figure S45: Annual system cost distributions, W scenario
t , for each scenario. Medians are shown as solid lines,

expectations as dashed lines, and the shaded regions represent the 95% confidence intervals.
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Figure S46: Median annual spend on each technology in each scenario.

∗Note that the medians in Figure S45 differ from the sum of the medians in Figure S46 because the sum of medians of distributions
does not in general equal the median of a sum of distributions.
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In the Fast Transition scenario the annual system costs drop sharply and with high probability in the
early 2030s as low cost renewables displace fossil fuels throughout the power system and light-duty vehicles.
Annual costs rise again in the late 2030s as large quantities of green fuels are required to displace fossil fuels
in industry and hard-to-decarbonise applications, but both mean and median annual costs are still lower than
the other scenarios. After 2050, due to the way parameter uncertainty affects the mean and median of cost
forecast differently in the FDWL model (as noted in S.I. 5.2), these diverge strongly.

We then picked a discount rate r and, for each of the M ensembles, computed the present discounted
system cost sample for each scenario (Eq. 50), thus obtaining the distributions V scenario(r). We repeated this
for several different discount rates to observe how they vary with r. These are shown in Figure S47 (L) for a
few r values.

For each of the M ensembles, we subtracted the present discounted cost sample of each scenario from the
present discounted cost sample of the No Transition scenario. This gives the relative NPC distribution of each
scenario for discount rate r, from which we then compute the expectation and median. By repeating this for
several discount rates we observe how the expected relative NPC of each scenario varies with r. This is shown
in Figure S47 (R). The corresponding analysis for medians is presented in Figure S48.
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Figure S47: Present discounted cost distribution of each scenario at varying discount rates, with expected
values shown as dashed lines (L). Expected net present cost of transition for each scenario relative to No
Transition (R).

Finally, for each fixed discount rate r, we pairwise sampled the present system cost distributions V scenario(r)
a large number of times (100000 times), to obtain approximate values for the probability that one scenario is
cheaper than each of the others. Results are shown in Figure S49.

The expected relative net present cost of a rapid green energy transition is negative at all discount rates up
to around 25%, and lower than any other scenario modelled here. Therefore, in terms of energy system and
technology costs alone, implementing the Fast Transition scenario is a bet worth taking. The expected payoff
of the bet (i.e. the expected NPC savings up to 2070) is around 5-15 trillion dollars. In addition, Figure S49
shows that the probability that this bet will pay off at all (i.e. that the NPC of the Fast Transition will be lower
than that of another scenario, in a pairwise comparison) is around 80%, when compared against any other
scenario. This is by far the safest bet, out of all the scenarios. To put it another way, implementing a slower
energy transition, as in the Slow Transition scenario, or continuing with the current fossil-fuel-based energy
system, as in the No Transition scenario, both have around an 80% chance of being more expensive than rapidly
transitioning to a green energy system based on the technologies laid out in the Fast Transition scenario.
Furthermore, this analysis does not include climate damages, so the full economic costs of No Transition,
Slow Transition, Slow Nuclear Transition, and Historical Mix would be much larger than the system costs
given here. A fuller analysis would increase their costs dramatically, either due to climate damages resulting
from increased emissions, or due to enormous mitigation costs on top of those considered here (CCS for
example). See S.I. 8.8.1 for an estimate of these additional costs.

It is important to understand that while these results may initially appear to be an obvious consequence
of the cost forecast models used, they are not, and there is no way the results could have been known a priori.
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Figure S48: Present discounted cost distribution of each scenario at varying discount rates, with median val-
ues shown as dashed lines (L). Median net present cost of transition for each scenario relative to No Transition
(R).

To address the notion that these results are “simply a function of the cost models chosen”, we first note this
is in some sense trivially true, since all model results are a function of model structure and the assumptions
chosen. Yet this criticism is not levelled at more complex models, precisely because their complexity obscures
the dependency between model outputs and inputs. There are cases where this dependency becomes obvious
though. For example, as discussed in S.I. 8.5, IAM results are sensitive to the cost model used for PV (and
other technologies), in particular their assumed floor costs (the lower the PV floor cost, the more PV is built).
Yet their results are still considered valid and informative. So the more relevant question is whether the
cost models used are the most appropriate ones. In our case, due to the statistical testing these models have
undergone, we believe they are.

More importantly though, while the reason that IAM results can not be known a priori is their sheer
complexity, the reason our results can not be known a priori is more subtle. Our cost models are calibrated
on observed technology data, so our technology cost forecast distributions, and the way in which they sum
to form system cost distributions at different years in the future, depend directly on this data. Different
observed data would yield different results. In particular, the relationship between the historical progress
trend and the historical volatility, is not at all obvious, and it is these parameters that combine to generate
forecast uncertainty, which is especially important in the expected NPC calculation. Of particular interest is
the relatively low uncertainty in the annual system cost forecast in the Fast Transition scenario in the mid-
2030s, shown in Figure S45. Without this relatively low uncertainty early on, it is quite possible that the
relatively high uncertainty in later years would have caused the NPC results to be rather different.

7.2 Sensitivity to time horizon T

How do the results depend upon the time horizon of the model? Recall, scenarios are constructed up until
2100, but the NPC calculations may be performed on any time horizon up to that point. On the one hand, the
NPC calculation should allow enough time for the benefits of falling technology costs to be felt, i.e. enough
time for “building solar on solar” – powering a doubling of the global economy by 2050 with clean energy,
and using this growth to drive costs down further. On the other hand, forecast uncertainty increases with
time, so looking too far ahead is futile. The latter point is captured by the difference in the mean and median
cost forecasts given by the FDWL model. The median follows the deterministic experience curve trend, while
the mean initially follows this quite closely but then, due to the log-normal cost forecast structure, diverges
towards infinity. The mean and median of the annual system cost distribution also begin to diverge after
thirty years. To explore the effects of these issues on the NPC results, we repeated the calculations for time
horizons from 2050-2090. The results are shown in Figure S50.
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Figure S49: Probabilities that scenario NPCs are lower than those of No Transition (left), Fast Transition
(middle), and Slow Transition (right), for varying discount rates.
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Figure S50: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2050 and 2090.

7.3 Sensitivity to system growth rate

The central assumption made in this work is that the global supply of useful energy services in end-use sec-
tors grows exogenously at 2% per year for the full time horizon of the model. This value is approximately in
line with observed trends since 190041, though growth rates of primary, final and useful energy have differed
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slightly, due to technological progress and conversion efficiency increases, especially associated with elec-
trification. Accordingly, growth rates have also varied somewhat over different technological eras in recent
history. From around 1900 to 1940, energy system growth rates were around 1%; from 1940 to 1980 they
were around 3%; then from 1980 to 2020 they were around 2%.

Consistent with these variations in growth rates historically, there is large uncertainty in the future de-
velopment and growth of the energy system. In this work we do not attempt to model the many factors that
are responsible for determining energy demand and supply, but instead construct exogenous scenarios that
represent the net effects of all underlying supply and demand drivers on total system size. It is entirely plau-
sible that a very different growth path from our 2% central assumption will be followed, and therefore we
test the sensitivity of our main results to two alternative annual end-use useful energy growth rate assump-
tions: 1% and 3%. These lead to very different size energy systems over the next fifty years (2 to 3 times
different in size). By considering all three growth rate cases we cover roughly the full range of system growth
paths modelled in the literature (we estimate the compounded annual growth rate (CAGR) for useful energy
between 2020-2070 for the five IPCC Shared-Socioeconomic Pathways to range between 0.82% (SSP4) and
1.95% (SSP5)207,208,209,210,211,212,213,214).

To construct the 1% and 3% growth scenarios, we simply take the existing scenarios that are based on the
2% growth assumption, and scale the quantity of each technology in each scenario by the appropriate factor
required to go from 2% annual growth to the new growth factor in year t, i.e. (1.01/1.02)t and (1.03/1.02)t.
The resulting scenarios are shown, in terms of primary energy, in Figure S51. We show primary energy here
instead of useful energy because this reflects best the method used to perform the transformation. Since the
conversion factors from primary to final to useful energy are all linear in our model, as are the relationships
between VRE sources and storage quantities, these new scenarios correspond to annual growth of end-use
useful energy services of 1% and 3%, as desired. In addition to the primary energy sources shown, all storage
technologies scale in exactly the same way, so that all storage capabilities remain identical (i.e. in terms of
duration and size relative to VRE sources and sectors). Bear in mind that much of the primary solar and wind
electricity in the transition scenarios is converted to P2X fuels for delivery to end-users, so final and useful
energy will be lower, and will include the P2X energy carrier (as shown in e.g. Figure S8).
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A. No Transition B. Fast Transition C. Slow Transition D. Slow Nuclear Transition E. Historical Mix
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Figure S51: Primary energy in the five scenarios (from left to right), in cases where exogenous growth in
useful energy services in end-use sectors is 1% (upper row), 2% (middle row) and 3% (lower row) annually.

An important feature of the way these alternative growth path scenarios are constructed is that technology
growth rates are not held fixed, but are also scaled up or down as a result of the transformation. However,
the effect is very small – for example, while the initial growth rate of solar PV in the Fast Transition scenario
with our central 2% growth assumption is 28% (see Table S10), the corresponding initial growth rates in the
1% and 3% growth cases are around 26% and 29%. These variations are small enough that they will not
significantly impact the results.∗

The key unknowns that may be responsible for such different future growth paths are believed to be:

• End-use efficiency improvements. Well known examples are the dramatic increase in efficiency in the
provision of lighting services149, vehicle fuel efficiency standards, and efficiency increases in computing
services215. Such changes have the effect of decreasing useful energy demand, and are very common.
They can be either primarily supply side driven, via research and innovation, or primarily demand
side driven, via consumer preferences or regulations. Efficiency improvements can come about due to

∗It is interesting to note that slightly higher or lower technology growth rates imply that progress along experience curves will
be slightly faster or slower in the alternative system growth scenarios, though the effects appear to be negligible in this case.
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technological progress either with or without energy carrier switching. Our model includes the major
opportunities for efficiency improvements via carrier switching, but does not include other end-use
efficiency improvements.

• Technology costs and the rebound effect. Contrary to the exogenous scenario construction process used in
our model, the real world energy system develops as a result of the interaction between energy prices
and energy demand (plus many other factors). If energy prices decrease due to falling renewables and
storage costs then demand for energy services may increase. Although we do not model this process dy-
namically (as most other models do), by considering a wide range of system growth paths, we are able to
provide appropriate scenario comparisons that represent sufficiently well the main likely eventualities.
This supports the robustness of our results to a range of uncertain outcomes.

• Increasing demand for energy services as people get richer.

• Increasing demand for energy services to adapt to climate change, e.g. cooling, heating, building and infras-
tructure resilience.

It is important to understand that in our modelling framework the appropriate way to compare scenarios is
across scenarios that deliver the same quantity of useful energy services to the economy. Even if rapidly falling
electricity costs cause an increase in electricity consumption, this energy is used for productive purposes
and contributes to welfare increases, so for an apples-to-apples comparison of scenario costs, we must only
compare it with other scenarios that provide equal levels of energy services.

Figure S52 shows the median annual expenditures on each technology in each scenario, in each of the
different exogenous system growth rate cases. Figure S53 then shows the relative net present cost of each
scenario as a function of the discount rate for each case (cf. Figure S47). These show that our main results are
robust to variations in our exogenous system growth assumption, and in fact hold for significantly different
sized energy systems.

The interpretation of this robustness is that the sheer quantity of solar, wind, batteries and electrolyzers
made in the first few decades of the Fast Transition scenario, in any system growth case, is large enough to
allow costs to progress (stochastically) far enough down their experience curves to make the entire transition
scenario worthwhile in terms of NPC, regardless of what happens later in the scenario. As with earlier results,
it is important to recognise that while this may appear “obvious” to some in hindsight, these results could not
have been known a priori, and are not simply the result of the choice of cost models. They arise by performing
stochastic simulations using parameter values obtained by calibrating different empirically validated cost
forecasting models to technology-specific data. Thus it is the specific combination of technology parameters
emerging directly from data, in particular the experience exponent and the exogenous noise parameter, that
lead to the results.
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A. No Transition B. Fast Transition C. Slow Transition D. Slow Nuclear Transition E. Historical Mix
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Figure S52: Median annual expenditure per technology in each scenario (left to right), for exogenous system
growth rate assumptions of 1% (upper row), 2% (middle row), and 3% (lower row).
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Figure S53: Expected relative NPC vs discount rate in different system growth scenarios, with time horizon
2070.

7.4 Sensitivity to cost assumptions

To explore how results depend on technology cost and uncertainty parameters, we present a few side cases
reflecting alternative parameter choices: 1) Less pessimistic solar costs; 2) Lower oil and gas prices; 3) Lower
nuclear costs; and 4) Less uncertain electrolyzer costs. In each case only the stated parameters are changed, all
others remain identical to the main case. In the following analyses we tookM = 10000, to reduce computation
time.

7.4.1 Less pessimistic solar costs

The main case was initialised with a current cost of solar electricity of c10
0 = 57 $/MWh. However, LCOE

values from different organisations vary due to methodology and data sources. BNEF’s 2020 global values for
tracking and non-tracking PV are 40 $/MWh and 49 $/MWh, respectively. In this side case we use c10

0 = 49
$/MWh.

Solar costs are moving so fast it is important to use the most up to date values possible. Since the ex-
perience curve parameters remain unchanged (as these are formed from the entire history of costs, which
does not change, apart from one point), changing the initial cost has the effect of just shifting the experience
curve down. This will have big implications for the cost of transition, as the median and means are also
shifted down, and for solar this has a large effect. The cost forecasts for solar in this side case are shown in
Figure S54, and the NPC results are shown in Figure S55. At 4% discount rate the Fast Transition scenario
consistently results in an expected NPC saving of around 7-10 trillion $.
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Figure S54: Solar PV electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row), when initialised with less pes-
simistic current cost c10

0 = 49 $/MWh (instead of 57 $/MWh in main case). Cost forecast distributions show
100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data is the
same as in Figure S35.
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Figure S55: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2050 and 2090, with less pessimistic solar current costs
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7.4.2 Lower oil and gas prices

Recall, the AR(1) models for oil and gas were calibrated on price data beginning in 1973 and 1985 respectively.
If instead we use the entire historical data sets, back to 1861 and 1922 respectively, the estimated parameters
are for oil: φ̃ = 0.9058, σ̃ϵ = 0.2690 and κ̃ = 0.1522; and for gas: φ̃ = 0.9778, σ̃ϵ = 0.1880 and κ̃ = 0.0167.
These parameters represent prices falling back to levels seen in the early twentieth century, when demand
was around a hundred times lower than current levels. The forecasts are shown in Figures S56 and S57. In
this case the long term median price forecast for oil is around 30 $/barrel and for gas is around 1.8 $/MMBtu,
i.e. global average prices are forecast to be below these levels for half the time. The NPC calculations are
conditional upon such sustained very low prices. We perform the NPC calculations and present the results in
Figure S58. The results are mixed, and for some combinations of discount rate and time horizon the expected
NPC of No Transition is cheapest. However it is remarkable, given how low these modelled fossil fuel prices
are, that the median NPC of Fast Transition remains favourable in all cases, and even the expected NPC is
lowest in many.
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Figure S56: Low oil price forecast resulting from calibration on data 1861-2018, analogous to Fig. S18.
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Figure S57: Low gas price forecast resulting from calibration on data 1922-2018, analogous to Fig. S20.
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Figure S58: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2050 and 2090, with low oil and gas prices.

7.4.3 Lower nuclear costs

While the main case uses c6
0 = 90 $/MWh, which is already at the very low end of cost estimates, this side case

imagines that cost levels observed in the early phase of the French nuclear rollout are witnessed on a global
scale: we set c6

0 = 70 $/MWh. We also keep the very low forecast uncertainty, which, recall, was a somewhat
arbitrary assumption. The cost forecasts for each scenario are shown in Figure S59 and the NPC results are
shown in Figure S60. Total spend on nuclear is now much lower, making the Slow Nuclear Transition more
competitive generally, but it still does not beat Fast Transition.
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Figure S59: Nuclear electricity generation in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row), when initialised with low cur-
rent cost c6

0 = 70 $/MWh (instead of 90 $/MWh in main case). Cost forecast distributions show 100 sample
paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data is the same as in
Figure S25.
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Figure S60: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2050 and 2090, with low nuclear costs.

123



7.4.4 Less uncertain electrolyzer costs

Based on calibrating the FDWL model on historical data, the main case uses parameters ω̂ = 0.129, σ̂ω = 0.067
and σ̂η = 0.201. These parameters give forecasts with strong median progress but large uncertainty. This is
a direct result of the small sample size of the historical data. This side case considers the situation where
the progress trend is the same but the uncertainty is much lower, as may occur as more data is collected
and collection methods are standardised. We halve the noise standard deviation to σ̂η = 0.100. We keep the
current initial cost of 1313 $/kW. The forecasts for each scenario when these parameters are used are shown
in Figure S61.

Note that in all the scenarios that deploy electrolyzers, cost forecast medians are around 300-800 $/kW.
As noted earlier, current estimates for AEL systems are already as low as 200 $/kW, and industry expects
PEM systems to reach 300-500 $/kW within a decade, so the cost forecasts here seem quite sensible. The NPC
results are in Figure S62. Now, in contrast to the main case, the expected NPCs of the Fast and Slow Transition
scenarios decrease monotonically as the time horizon increases. This shows that the high uncertainty in future
electrolyzer costs in the main case has a substantial effect on the results – it is precisely this uncertainty that
causes the mean and median to deviate so strongly at around 2080.
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Figure S61: Electrolyzer installed capacity in each scenario (top row), with the corresponding cost forecast
distributions plotted against time (middle row) and experience (bottom row), when initialised with lower
uncertainty: σ̂η = 0.100 (instead of σ̂η = 0.201 in the main case). Cost forecast distributions show 100 sample
paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data is the same as in
Figures S41 and S42.
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Figure S62: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2050 and 2090, with less uncertain electrolyzer costs.
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7.5 Moore’s law results

An alternative theory of technological progress postulates that time is a better predictor of future costs than
experience. This is known as generalized Moore’s law, and forecasts made using this method were analysed
in Farmer and Lafond 136 . The analysis so far has used the first-difference Wright’s law model given in Eq. 42;
the analogous first-difference Moore’s law (FDML) equation is

logct − logct−1 = −µ+nt with IID nt ∼N (0,σ2
n ), (54)

where ct is the cost of a given technology at time t, µ is the technology’s progress rate (or Moore exponent) and
nt are periodic IID noise shocks, with technology-specific variance σn. As in the Wright’s law case, forecasts
are improved slightly by using a version of the model with autocorrelated noise shocks,

logct − logct−1 = −µ+ vt +θvt−1 with IID vt ∼N (0,σ2
v ), (55)

so we use this version. The noise shocks are related by nt = vt +θvt−1 and therefore

σ2
v = σ2

n /(1 +θ2). (56)

Farmer and Lafond 136 analysed the autocorrelation parameter θ for around 50 technologies and found the
average was θ∗ = 0.63. We use this constant value of θ for all technologies in our cost forecasts here.

The parameter estimation procedure assumes µ ∼N (µ̂, σ̂2
µ ), so when we calibrate the basic model (Eq. 54)

on historical data we obtain estimates for the three values µ̂, σ̂µ and σ̂n. Eq. 56 is then used to compute σ̂v .
To generate a single cost sample path of length T , we first pick a value of µ from the distributionN (µ̂, σ̂2

µ ),
then pick T successive noise shocks from the distributionN (0, σ̂2

v ) and use Eq. 55 to compute ct at each step.
Repeating this sampling process a large number of times recovers the theoretical forecast distribution calcu-
lated in Farmer and Lafond 136 . This process accounts for both our uncertainty in the Moore exponent (due
to limited historical observations), and intrinsic future uncertainty (represented by the exogenous periodic
shocks). In contrast to the Wright’s law cost forecasts generated previously, Moore’s law forecasts are not
scenario-dependent (they do not depend on zt), so each sample cost forecast is valid for all scenarios. We now
mirror the calibration process implemented before for FDWL, in S.I. 6.7 - S.I. 6.13, but for FDML instead.
Fossil fuel based technologies continue to be modeled with the AR(1) process as before.

For nuclear power we fit the FDML model to the chained series formed from the Koomey and Hultman
data and the Lazard low data, which gives parameter estimates µ̂ = −0.032, σ̂µ = 0.026, σ̂n = 0.142. The
negative Moore exponent reflects the consistent negative learning observed historically. As before though, we
suppose that costs have stabilised, and use parameter values µ̂ = 0.00, σ̂µ = 0.01, σ̂n = 0.01. As with Wright’s
law, the short and inconsistent cost series available for hydropower and biopower make parameter estimation
difficult. For hydropower we assume costs are stable and use parameter values µ̂ = 0.00, σ̂µ = 0.01, σ̂n = 0.01.
For biopower we assume there is a very weak learning trend and use parameter values µ̂ = 0.01, σ̂µ = 0.01,
σ̂n = 0.01. The FDML forecasts for nuclear, hydropower and biopower using these parameters are shown in
Figure S63. This model is not well suited to forecasting beyond about 30 years for these technologies, as the
forecast variance becomes very large. However, since the difference in production of these three technologies
over the five scenarios is not great, the effect on the total cost calculation is dwarfed by the effects of wind and
solar, as we now see.

The FDML forecasts for wind and solar are shown in Figure S64.
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Figure S63: Moore’s law cost forecast distributions for nuclear power (top), hydropower (middle) and
biopower (bottom), on a non-log scale (L) and a log scale (R). Cost forecast distributions show 100 sample
paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data is the same as in
S.I. 6.
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Figure S64: Moore’s law cost forecast distributions for solar (top) and wind (bottom), on a non-log scale (L)
and a log scale (R). Cost forecast distributions show 100 sample paths, medians (solid), expectations (dashed)
and 95% confidence intervals. Historical data is the same as in S.I. 6.
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The cost forecasts obtained by using Moore’s law are much lower than those using Wright’s law. This
is because with Wright’s law the cost reductions slow down as it becomes increasingly difficult to double
cumulative production, but with Moore’s law the cost reductions simply continue like clockwork.

For Li-ion batteries we use the long term trend labelled “Li-ion (all applications)” on Figure S37 for
calibration, yielding parameter estimates: µ̂ = 0.146, σ̂µ = 0.019, σ̂n = 0.095.

The data for Va-redox flow batteries is very sparse. The four years of Lazard low and high cost data pro-
duce Moore parameters {µ̂ = 0.099, σ̂µ = 0.215, σ̂n = 0.372} and {µ̂ = 0.233, σ̂µ = 0.191, σ̂n = 0.331} respectively.
The Schmidt et al. data is non-sequential, so we calculate the deterministic experience exponent implied by
the end points (i.e. we solve ct = c0e

−µt), which gives a Moore exponent of 0.076. This is similar to that for
wind, so even though it is lower than the Lazard data Moore exponents, we simply use this value and assume
that the other two parameters are also similar to those for wind, and use these. We take µ̂ = 0.076, σ̂µ = 0.015,
σ̂n = 0.086.

For electrolyzers, calibrating the model using the same PEM cost data as before yields parameter esti-
mates: µ̂ = 0.099, σ̂µ = 0.050, σ̂n = 0.200.

The FDML forecasts for batteries and electrolyzers are shown in Figure S65.
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Figure S65: Moore’s law cost forecast distributions for Li-ion batteries (top), Va-redox flow batteries (middle)
and PEM electrolyzers (bottom), on a non-log scale (L) and a log scale (R). Cost forecast distributions show
100 sample paths, medians (solid), expectations (dashed) and 95% confidence intervals. Historical data is the
same as in S.I. 6.

FDML parameters are summarised in Table S26.
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Technology Moore exponent, Standard error Noise
µ̂ σ̂µ σ̂n

Nuclear 0.000 0.010 0.010
Hydropower 0.000 0.010 0.010

Biopower 0.010 0.010 0.010
Wind 0.083 0.015 0.086

Solar PV 0.124 0.017 0.109
Li-ion batteries 0.146 0.019 0.095

Va-redox flow batteries 0.076 0.015 0.086
PEM electrolyzers 0.099 0.050 0.200

Table S26: Summary of Moore’s law parameters.

We implemented the model using Moore’s law cost forecasts instead of Wright’s law cost forecasts, with
the FDML parameters shown above, and M = 20000 complete ensembles. Figure S66 shows the evolution of
the annual system cost distributions for the five scenarios, and Figure S67 shows the median annual spend
on each technology in each scenario.
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Figure S66: Annual system cost distributions,W scenario
t , for each scenario when using the Moore’s law forecast-

ing model. Medians are shown as solid lines, expectations as dashed lines, and the shaded regions represent
the 95% confidence intervals.
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A. No Transition B. Fast Transition C. Slow Transition D. Slow Nuclear Transition E. Historical Mix
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Figure S67: Median annual spend on each technology in each scenario when using the Moore’s law forecasting
model.

Figure S68 shows the expectations and medians of the NPC of each scenario relative to No Transition, for
varying discount rates, at varying time horizons.
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Figure S68: Expected NPC (upper row) and median NPC (lower row) relative to No Transition, against dis-
count rate, for the five scenarios, when performing the NPC calculation using different time horizons between
2040 and 2070, and the FDML.

The results show that using a Moore’s law model for technological progress makes the Fast Transition even
more advantageous than when using the Wright’s law model. At all relevant discount rates and time horizons
the Fast Transition scenario is expected to generate large savings compared to all other scenarios.
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8 Further Discussions

8.1 The heterogeneity and persistence of technological change

Predicting the future cost of technologies is inherently difficult given the uncertainty in the evolution of
technologies. However, an examination of the historical time series for a vast range of technologies shows two
clear signals. Firstly, that technology costs improve at very different rates. For instance, the empirical data
shown in Figure S69 provides the annual growth rates in prices for a large range of manufactured products
over roughly 60 years from US producer price index data. Most technologies are in the bell-shaped component
of the data on the right, around the level of 0% change in price, but there are some clear outliers that have
experienced annual price declines as high as 16 percent - such as computer electronics.

The second clear trend in the empirical record for technologies is that once they become established, these
trends become remarkably predictable. The precise technological solutions might not be known, but once a
technology establishes itself on an improvement trajectory, it tends to stick there for a long time. Figure S70
presents the time series for a range of different technologies, showing that such tendencies appear to cluster
in the specific technology groups. Chemicals for example seem to all improve at a similar slow rate, while
computer hardware, shown in red, improves at a faster rate, and genomics, in pink, even faster. This is not a
comprehensive and unbiased collection but nonetheless we see a pattern in cost rates of various technologies
across technology types.

Figure S69: A histogram of the annual growth in prices for various U.S. manufactured products from 1958-
2011 showing the majority of products have a growth rate around 0%. Data Source: National Bureau of Eco-
nomic Research database (https://www.nber.org/research/data/nber-ces-manufacturing-industry-database)

The two most prominent empirical laws that have been applied to capture such trends are Moore’s Law
and Wright’s Law, both of which have been shown to work well empirically on over fifty different technologies
(i.e. all technologies for which sufficient data was available)2,216,185. Figure S71 shows the two laws applied to
four different technologies – transistors in black, photovoltaics in the red, computer hard disk drives in green,
and ethanol in blue. Both Moore’s and Wright’s Laws appear to also work quite well for the key technologies
in this current research (as shown by the data series in S.I. 6). We apply both in this study, with a focus on
Wright’s Law, given its implications for policy in the context of the clean energy transition. See the discussion
in S.I. 8.3.1 on causality regarding these implications.
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Figure S70: The exponential decline in costs through time of a range of products by category. Note that the
label “Hardware” is short for Computer Hardware. Source: Lafond et al. 2 .

Figure S71: The application of Moore’s Law and Wright’s Law to four different technologies, demonstrating
the consistency in their cost trends over time and over cumulative production. Note that while the simple
trend extrapolations shown here result from the deterministic application of the two laws, the probabilistic
forecasting model we use is more sophisticated – it uses the data to generate forecast distributions (which
have been validated empirically) so that technology costs are not “guaranteed” to continue on their cur-
rent trajectories, as suggested by the these plots. Source: Performance Curve Database, Santa Fe Institute
(http://pcdb.santafe.edu/) with thanks to Bela Nagy

8.2 Bias-variance trade-off

When choosing the best model for prediction it is essential to be aware of the bias-variance trade-off. When
the correct model is not known a priori, as is usually the case, it is necessary to use a family of models, with
free parameters that are fit to the data to select the best model. There are two competing factors that cause
prediction errors. Bias occurs when the family of models does not contain the true model. For example, if
the true model is nonlinear, then a fit based on a linear family of models will make prediction errors. In
contrast, variance occurs when the data are noisy and there is not enough data to fit the parameters correctly.
The bias-variance trade-off refers to the fact that to make good predictions it is necessary to find the best
compromise between bias and variance. This can be counterintuitive: For example, even if the true model is
nonlinear, with limited data a linear model may make better predictions. Although one might naively think
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that adding more factors so that the family of models includes the best model is always the best procedure,
this is often not the case.

In the context of technology prediction, Nagy et al. 185 tested the prediction accuracy for a variety of
different functional forms, and found that the best predictions were made by very simple families of models
with only two parameters. In particular, Wright’s law and Moore’s law produced the best forecasts. Nagy
et al. 185 also tested a combined form that included Wright’s Law and Moore’s Law as limiting cases, and
found that this produced far worse forecasts than either of them alone. This is a good example where adding
additional free parameters reduces bias but causes greater additional variance, which makes the resulting
predictions worse (in this case substantially worse).

Thus, while it might be tempting to impose more complicated models for forecasting technological progress,
this must be done with care. Two factor learning curves might allow better predictions, but until their ability
to make good out-of-sample forecasts is properly tested, they should be used with caution. More generally,
simply fitting functional forms to data is insufficient – it is essential to perform out-of-sample testing. The
simple model forms that we use here have been extensively tested by making out-of-sample predictions, and
the method for estimating their errors has also been extensively tested by making out-of-sample predictions.

8.3 Wright’s law caveats

It is well known that experience curves are approximate, empirically observed phenomena. The underlying
causal mechanisms are not well understood, which has led to criticism and a reluctance to apply experience
curve concepts in practice, despite abundant empirical evidence of their existence as an emergent property
of technology learning systems. This in turn has led to recent high profile prediction failures in energy
modelling (for example large errors in solar PV deployment forecasts). Recent work has made progress on
understanding causality in learning systems though, and has shown that experience is indeed a prominent
causal factor in cost reductions in many cases217. We discuss this here in more detail given its relevance to
this present research.

8.3.1 Discussion on questions of causality

In using Wright’s law there is a fundamental question about causality. Does increased cumulative production
cause prices to drop? Or alternatively, does production increase because prices drop? One can make plausible
arguments both ways.

The argument that decreasing costs cause production to increase is simple: Decreased costs cause in-
creasing demand, which causes increasing production. The argument that increasing cumulative production
causes costs to drop is a bit more complicated. It is based on the idea that production is proxy for effort.
More production means that more units are made, which provides more opportunities for learning. Increas-
ing production can also cause more competition and can lead to economies of scale. Economies of scale are
explicitly present in chemical production, for example, where the cost of production may be dominated by
the material cost of building a plant; since the volume of a vessel of a given diameter increases faster than the
area of the material required to build the vessel, costs drop automatically as the vessel gets bigger. Economies
of scale can enter in many other ways, e.g. increased production can lower unit costs for R&D, manufacture,
marketing, sales and distribution.

In reality, of course, causality flows in both directions. There is a virtuous cycle, in which increasing
production causes lower costs and lower costs cause increasing demand, which increases production. To
make this clearer we present a mathematical model below. This model is based on Nordhaus 126 and is copied
from an exposition given in Lafond et al. 217 . It makes these issues mathematically precise and makes it clear
how the underlying parameters that determine the interaction between supply and demand are reflected in
an empirical learning curve. We then briefly review a study of how costs changed during World War II, which
can be viewed as a natural experiment in which the scale of production was caused by wartime needs rather
than cost. This study provides evidence that production causes decreasing costs (which does not rule out
causality in the other direction).

LetQt denote production at time t and letZt denote cumulative production. Assume the unit cost function
ct depends on both experience Zt and an exogenous time trend, with the functional form

ct = c0Z
−b
t e
−at . (57)

The parameters a and b are expected to be positive, since we generally observe technological progress. Note,
however, the difference in the cause of progress corresponding to the two terms on the right. The term Z−bt
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corresponds to Wright’s law; Zt corresponds to the production of a specific technology, and in general we
expect b to be technology specific. The term e−at, in contrast, corresponds to a generalized form of Moore’s
law. This can be viewed as an inexorable force that causes costs to drop with time, regardless of the level
of production or any other causal factors. If a is the same for all technologies, then this corresponds to
technological progress in general. It is also possible that a is technology specific.

Assume that production is equal to demand and price is equal to unit cost. Furthermore assume that
demand has constant elasticity ϵ > 0 and that there is an exogenous and growing demand edt. This gives∗

Qt =Dt =D0c
−ϵ
t e

dt . (58)

By letting ∆ represent the time difference operator ∆x = xt − xt−1, Eqs. 57 and 58 can be written as

∆ logc = −a− b∆ logZ (59)

and
∆ logQ = −ϵ∆ logc+ d. (60)

Now suppose that production grows exponentially. Then experience also grows exponentially at the same
rate, that is

∆ logQ ≈ ∆ logZ.

Using this in Eq. 60, the solution of the system Eqs. 59-60 is

∆ logc =
−a− bd
1− bϵ

, (61)

∆ logZ = ∆ logQ =
aϵ+ d
1− bϵ

. (62)

Nordhaus 126 ’s critique is that experience curve studies typically assume that the logarithm of experience
is the single explanatory factor for the logarithm of costs, i.e. they assume that

∆ logc = β∆ logZ, (63)

and perform a regression of the logarithm of costs against the logarithm of experience in order to measure
the empirical parameter β. Inserting Eqs. 61 and 62 into Eq. 63, we can write the parameter β as the ratio

β =
∆ logc
∆ logZ

=
−a− bd
aϵ+ d

. (64)

It is clear that in general the empirically estimated parameter β not only depends on the experience parameter
−b, but it also depends on the exponential trend parameter a for costs, and the exponential trend parameter
d for exogenous demand growth, and the demand elasticity ϵ. The estimated β can be interpreted as being
purely the effect of experience only when there is no exogenous time trend, i.e. if a = 0 then β = −b.

Lafond et al. 217 collected an extensive data set on costs and production for the U.S. military effort during
World War II, and used this to study the relative importance of increasing production vs. overall technolog-
ical progress as causes of decreasing costs. Their central argument is that during World War II production
decisions were made to “win the war at all costs”. Roosevelt did not say, “Tanks are getting cheaper, let’s
build more”, but rather ordered the production of as many tanks as were needed to win the war.

In this case causality is clear and it becomes possible to distinguish the effect of an exogenous trend from
that of increasing production. If demand is completely exogenous then ϵ = 0. If we assume for simplicity that
demand is still growing exponentially, then Eqs. 61 and 62 become

∆ logc = −a− bd, (65)

and
∆ logZ ≈ ∆ logQ = d, (66)

so that putting Eq. 66 into 65 gives
∆ logc = −a− b∆ logZ, (67)

∗Nordhaus 126 also includes population growth in the exogenous demand term.
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which is the same as Eq. 59. If demand is completely exogenous, we can estimate the supply equation di-
rectly†. A simple first-difference regression model for the logarithm of cost against the logarithm of expe-
rience with an additive constant is able to separate the effect of the exogenous trend parameter a and the
“learning” parameter b.

U.S. military production during World War II is a particularly good case study for another reason. If
production increases exponentially then cumulative production also increases exponentially. If in addition
costs decrease exponentially, then by eliminating time from the two relations and solving for costs in terms
of cumulative production, one trivially gets Wright’s law. Most of the data sets that are available show both
decreasing costs and exponentially increasing production, which makes it difficult to distinguish an exoge-
nous time trend from Wright’s law.‡ In WWII, in contrast, the U.S. went from the 18th largest military in
the world to producing 2/3 of the military equipment used by both sides combined, and then dramatically
decreased production as the war ended. This means that production is far from an increasing exponential,
which makes it much easier to identify the two terms. The result of this study indicated a roughly 50-50 split
between production specific effects and an overall trend. From the point of view of our use of Wright’s law
here, this is good news, as it indicates a substantial causal effect of cumulative production on costs, which is
all we need.

In fact, since our main goal here is to determine whether a fast renewable transition is likely to be cheaper
than alternative scenarios, the issue of causality is not important. Our Fast Transition scenario simply ex-
trapolates existing production growth trends. This means that all that is needed is for the existing feedback
relationship between supply and demand to continue. While these trends continue, it doesn’t matter whether
one uses Wright’s law or Moore’s law – the answer will be the same. They only become different once the
S-curve reaches saturation due to renewables becoming dominant. When this happens the current trend,
in which renewables growth rates are much higher than overall energy growth rates, is broken. After this
happens Wright’s law predicts that costs should drop more slowly, at a rate that is governed by overall energy
production. Moore’s law, in contrast, predicts that costs will continue to drop at the same rate as they are
dropping now. This means that Moore’s law results in cost forecasts for renewables that are more optimistic
than those we make here. If this is true then our arguments here only become stronger. This is demonstrated
explicitly in S.I. 7.5.

8.3.2 Further caveats

While it is critical to ensure that experience curve patterns of technology development are represented in
any model, some additional limitations of the framework must also be understood. Well known caveats and
subtleties include:

• Technology function, boundaries and aggregation. Technological improvements are the result of many dif-
ferent factors, including improvements through experimentation, manufacturing, modularity, economies
of scale, deployment, operational characteristics, market dominance, user feedback, and increased con-
fidence in financial returns. As a result of all these effects, technologies are constantly changing and
evolving. The question therefore arises whether each new version of a technology should be treated as
having its own experience curve. Is each new version of a wind turbine a new technology, or is it a con-
tinuation of an existing design? Are the varying designs from different manufacturers of wind turbines
different technologies? Modelling choices must be made regarding how to aggregate such technologies
in to a single overarching group forming an independent experience curve. Properties to be considered
include technology type (concurrent models), vintage (chronologically sequential models), function,
and geographical location (area over which the learning system extends). These choices impact expe-
rience curves, learning rates and variability observed. In this paper we use high levels of technology
aggregation and global geographical scope in order to capture major trends in the global energy system
clearly and effectively. We have made careful choices of which technologies and aggregation levels to use
based on their function, substitutability, historical data record and relevance within the energy system.

†Pozzi and Schivardi 218 used survey estimates of demand elasticity coupled with data on firm-level prices to separate the effects
of demand and productivity on firm growth.

‡While illustrative of the reverse causality issue, this model is not stochastic and all variables grow exponentially, so it cannot do
justice to the other important issue, which is multicollinearity. If production grows exponentially with fluctuations, since computing
experience from production involves integrating and therefore smoothing, Z will increase exponentially but with much lower fluctu-
ations, so the term ∆ logZt will be approximately equal to the constant d, for all t. To give a concrete example, if production follows
a geometric random walk with drift r and noise σ , then the change in the log of cumulative production has a variance approximately
equal to σ2 tanh(r/2)2, which since r is small is much smaller than σ2.
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This aggregation allows us to observe relatively long experience curves historically, over timescales rel-
evant for the energy transition. For example, we choose “wind” as an aggregate rather than separating
out “onshore” and “offshore” wind, as both share the same designers, manufacturers, and technologies
and learn from each other’s experience. We also use “solar PV” as an aggregate rather than separate out
the many versions of PV technologies available, such as silicon solar PV, organic solar, and peroskovites.
As the currently dominant design for solar PV, crystalline silicon, provides the majority of the empirical
data for our probabilistic forecasts, it could be argued that our aggregate solar PV forecasts are conser-
vative in the long run as this technology is likely to be surpassed by superior PV technologies over the
timescales that we model.

• Technology surprises. The future is uncertain and technologies will always be invented that render past
technologies obsolete, we just don’t know how or when these will occur. This is a problem faced by
every technology modelling method, including all existing energy models, not just experience curve
based methods. To mitigate the risk of a future technology surprise rendering ongoing R&D, investment
and deployment expenditures less valuable than expected, we have chosen experience curve technology
boundaries carefully, considered potential technology substitutions (based on physics and engineering
constraints), and obtained the best possible estimates of future cost reduction probabilities. Historical
data shows that technologies tend to progress steadily and systematically, and that many events that
are considered surprising by some (such as recent cost reductions in solar PV and batteries) are in fact
just part of stable long-term trends. Another important consideration regarding technology surprises
is that to have a major effect on mitigating climate change a technology must reach global scale within
a few decades at most. This would be a huge challenge for any new technology and so, all things being
equal, the risk of high impact technology surprises occurring in our problem domain is slightly lower
than in a system without such a constraint.

• Technology lock-in. Closely related to the risk of technology surprises is the risk that by providing high
support to one technology, a better technology is deprived of the opportunity to develop sufficiently,
and the inferior technology becomes locked-in. Again, this issue is addressed (as best it can be) by our
judicious choices of technology aggregation. For example, we are not overly prescriptive about which
type of batteries or solar cells are used, we assume that many competing options may exist simultane-
ously as innovation and experimentation within each class of technology progresses.

• Technology failure. Technology costs will not fall exactly as anticipated by a deterministic experience
curve model. Thus backing one technology entirely can result in wasted effort, and it is often better
to back some combination of substitute technologies. This problem is addressed by our use of distri-
butional experience curve cost forecasts. When using this probabilistic method, portfolio analysis can
be applied to the decision space to determine optimal combinations of technology production for any
given level of risk aversion127. In practise this method can only be applied to small regions of decision
space because non-linearity of the experience curve produces a non-convex objective function that pre-
vents the use of linear optimizers to find a global solution. We use a variant of this approach in this
paper – the decision space is too large to explore fully, so instead of attempting to optimise technology
portfolios over any region of decision space, we construct five very distinct technology portfolios (i.e.
scenarios) and order the resulting cost distributions.

• Experience curve decomposition. Many mechanisms contribute to a given technology’s innovation sys-
tem, e.g. invention, research, development, demonstration, niche markets, investment, production,
economies of scale, materials improvements, efficiency improvements, spillovers, deployment, learning-
by-using. It is not known in detail if, how or to what extent different aspects of the system produce
progress along the experience curve. In particular it is of great interest whether R&D or deployment
results in greater cost reductions. This is an important question, and many studies have attempted to
decompose experience curves in to multiple factors, but we do not address this issue here. We instead
choose high levels of technology aggregation and assume that all effects proceed concurrently. We as-
sume that the existing ratio of investment into R&D and deployment remains unchanged for roughly
the next decade.

8.4 Comparison to existing energy system modelling approaches

There are a plethora of energy system models that have been designed to analyse energy-system planning, en-
vironmental impacts and energy-economy interactions. Depending on their intended use, these models vary
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in their structure (e.g. top-down vs bottom-up), modelling techniques, sectoral, and geographical coverage
and technological detail219,220. Many models (e.g. MESSAGE221, MARKAL/TIMES222,223, OseMOSYS224) as-
sume perfect foresight and are designed to optimise a given energy system from a social planning perspective
based on a number of constraints (e.g. to enforce system performance criteria or environmental considera-
tions)225. However, there are numerous other models employing different modelling approaches, such as
POLES226, which is based on a partial-equilibrium, dynamic-recursive simulation and LEAP227, which em-
ploys an accounting-based framework.

The model developed in this paper differs from such models in a number of key ways. First, its sim-
plicity: in response to what has been described as a “crowded landscape of model-based analyses that can
overwhelm decision makers with their complexity”225, we have deliberately aimed to develop a novel energy
system modelling approach that is as parsimonious, transparent and empirically grounded as possible. We
consequently only represent energy system components that are necessary to model the key drivers that will
determine how the cost of the global energy system is likely to change under different scenarios. We also
limit our choice of technologies and scenarios to those whose costs can be appropriately forecast with robust
historical data.

Second, our choice of scenarios to compare: most traditional energy system models construct a reference or
Business-As-Usual (BAU) (or No Policy) scenario as a hypothetical future in which no policy interventions are
assumed to occur, and compare this to alternative scenarios, which usually include some policy interventions
(such as the introduction of a carbon tax or a subsidy scheme). This can result in very different scenarios being
grouped together in the same analysis (e.g. scenarios with very different energy service consumption levels),
and perhaps inappropriate comparisons being drawn. Merely constructing a reference scenario in this way
requires many strong assumptions about population growth, economic growth, climate impacts, technology
costs, technological progress and innovation, and the role of fossil fuels in society228. The choices made
tend to result in framing the decarbonisation of the energy system as a cost penalty compared to continuing
along some proposed “normal” fossil fuel trajectory229. This also implicitly makes strong assumptions about
what the market alone is likely to deliver relative to the “social planner” perspective – neither of which
are particularly realistic future scenarios230. As our model is designed to investigate future energy system
transition scenarios by extrapolating certain subsets of existing technology deployment trends, we instead
construct a reference scenario simply by assuming that the current technological structure continues into
the future. We then compare this constant growth scenario to alternative scenarios that involve changes in
the underlying technological structure of the global energy system, but which deliver equivalent levels of
energy services throughout the economy. We believe that this is the most suitable approach for addressing
the question of “how much it will cost” to transition from the energy system as it is currently structured to
one based on clean energy technologies.

Third, our focus on technology costs: given the importance that learning plays in determining technology
costs, many energy system models have been adapted to incorporate endogenous technological learning (ETL)
whereby technology-specific investment costs decline as a non-linear function of the technology’s cumulative
capacity231,232. However, as most energy system models rely on linear programming, they generally need
to approximate learning curves using linear segments and binary variables (an approach known as mixed
integer programming), which can be very computationally costly225. While more recent efforts have reduced
computing time by employing data clustering approaches233, resulting scenarios tend to be highly influenced
by the assumed capacity build-rates or floor-costs, which appear to have limited empirical basis. These con-
straints are often exogenously input into models to avoid unrealistic “tipping points” where all investment
is directed to a given technology once it becomes marginally cheaper229. Such practices have led to open
questions about whether ETL is worth the trouble and additional computational burden, given that results
are ultimately largely conditioned by these exogenously imposed limits234.

The technology forecasting approach we describe in this paper provides an alternative methodology that
has the advantage of being simple and transparent. Rather than relying on least-cost optimisation approaches
(which have been shown not to reflect real-world energy transitions230), we exogenously construct scenarios
using a few simple rules constraining the supply, growth and substitutability of technologies, then use sta-
tistically validated forecasting models to calculate probability distributions of technology and energy system
costs, as a function of these scenarios.

It is beyond the scope of this paper to attempt to solve for the least-cost scenario. In fact, optimizing
over the space of scenarios is an intrinsically difficult problem due to positive feedback between cost and
production in the mathematical formulation of the experience curve. This feedback results in a non-convex
objective function, so global optimization tools cannot be used. However, in a probabilistic experience curve
setting, heuristics may be available, as there are both tipping points and large regions of parameter space that
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are near-optimal127. We therefore restrict our attention to exploring a few representative areas of the space
of scenarios.

8.5 The use of floor costs in endogenous technological learning models

Floor costs are commonly employed in endogenous technological learning (ETL) models (Table S21) includ-
ing for clean technologies such as solar PV, wind and EVs, in the Integrated Assessment Models IMACLIM,
MESSAGE, MERGE-ETL, ETSAP-TIAM, POLES, GCAM, REMIND, WITCH and TIMES. There is however a
general absence of explanation in the literature for how such floor costs are determined. In references pro-
vided in the associated manuscripts we were unable to find any hard empirical evidence to support the values
chosen for floor costs in the associated model runs. It is not always stated but it is likely that in most cases
such floor costs “have been estimated, based on own expert judgement”166.

As can be seen in Table S21 the values used for PV floor costs have declined for the more recent model
runs of the same IAM, presumably after the previous floor costs were shown to be wrong, but again with
little explanation as to how the new values were determined. It should be noted that these floor costs are
also commonly applied such that the technology investment costs asymptotically approach the exogenously
prescribed floor costs166,179 meaning that the impact of the floor cost on deployment might be felt well before
the floor cost is reached. A few studies have applied sensitivity analyses to these floor costs and shown quite
clearly how important they are to the results182,235.

One explanation provided for the use of floor costs is to prevent costs from tending to zero in the long
run236, or in other words to reflect that “learning slows down as a technology matures”235. However, there is
no obvious evidence of this to be found in the more than 100 technologies included in the Performance Curve
Database185. In the IAMs that couple ETL energy models with computable general equilibrium economy
models limiters such as floor costs are sometimes used to avoid the generation of increasing returns to scale
effects, which can cause “resolution difficulties” (which presumably means multiple optima)237.

In practice the problem for ETL-based models is that they will have a tendency to invest heavily in tech-
nologies with high learning rates unless they are prevented from doing so by additional constraints – such as
floor costs234. How heavily such ETL models invest in a technology will depend on other factors including
their capital to operating cost ratios and discount rates, limitations from input materials or land availability,
the demand for the technology, and competing technologies. However, for a technology like solar PV, which
has a historically high and persistent learning rate, few insurmountable global material or land availability
barriers, and which offers a clean and cheap alternative to fossil fuels, a floor cost might be the only way
to prevent solar PV from eventually dominating the global energy system in any such ETL based energy-
economy model.

A possibly more defensible approach that has been used by ETL modellers is to split investment costs
for a technology into two parts, one that is reducible through learning, and a second floor cost component.
Using separate floor costs for the fuels for some power generation technologies has been shown to be em-
pirically defensible. In evaluating the cost declines in coal-fired electricity generation McNerney et al. 140

differentiated the learning rates that could be applied to electricity generation in power plants, and the costs
associated with the commodities, such as raw material or primary agricultural product – in their case, coal.
Such commodities they argue are most simply modelled using a random-walk or first order autoregressive
models, similar to how we have modelled oil, coal, and gas in this manuscript.

Unfortunately, the IAM literature’s use of this approach does not appear to provide any such peer-reviewed
methodology for the floor cost components (e.g. Pietzcker et al. 235). In some cases the assumed floor costs are
documented as being based on components of the technology’s power system, such as “construction, electric
facilities, road for access, etc” for onshore wind power, and “cost for power conditioner” for solar PV238. It
is difficult to justify such examples. Power conditioners are quite similar to inverters, which exhibit learning
behaviour239, so are also likely to experience learning effects, and as noted by McNerney et al. 140 , although
solar photovoltaics depend in part on commodities, such as metals and silicon, processing dominates the cost
of mono and polycrystalline silicon, rather than commodity input costs. Solar PV therefore behaves much
more like a technology than a commodity in terms of learning rates.

Finally, one example of a clean energy technology for which a floor cost might be defensible is biomass (or
indeed biofuels). This is because there is a limiting factor of production (in the form of arable land), and there
is an alternative use of the commodity as food (which is considered a “commons” in economic terms240), so
that biomass has a well developed global market. Insofar as the profits from growing food remain constant
through time, this introduces an effective floor cost, as market incentives will push the owners of arable land
toward growing food if the cost of energy is too low. This is, however, an exceptional case, and we can think
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of no other such arguments that would introduce floor costs for the technologies that we rely on in the Fast
Transition scenario.

8.6 Regional differences in competing technologies

The probabilistic estimates of future costs for electricity generation technologies used in this research are
based on the global average levelized cost of electricity for each technology as reported in each data source.
For instance, we largely rely on global average LCOEs provided by IRENA for solar PV and onshore wind,
for our solar PV and wind historic trends respectively. That said, there are of course important regional
differences in costs. We provide examples in Figure S72, which depicts regional variation in photovoltaic
solar energy, and Figure S73, which depicts regional variation for wind. In each of these figures we show the
historical geographic variation in costs from 2010 to 2019, and then show a simple projection of these regional
variations going forward. As we argue below, while regional variation is important, valuable insights can be
gained when regional trends are examined through the lens of global trends.
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Figure S72: Past (2010-2019) and future (2020-2070) projections of the 5th and 95th percentile global solar
PV LCOE in the Fast Transition. Past 5th and 95th percentiles are provided by IRENA 159 . Future projec-
tions of these percentiles were generated by applying the cost reductions associated with global cumulative
deployment for solar PV to recent (2019) 5th and 95th percentile costs for solar PV.

The variation in levelized costs of electricity for variable renewable energy technologies by location are
generally dominated by local resource conditions (solar irradiance and wind patterns), and local operating
costs, including labour costs241 and interest rates242. Other factors include plant design, technology, location
relative to the grid, and local market component pricing159, all of which will impact on the capital and
operating costs, as well as the capacity factor for any given installation.

It would be reasonable to assume that most of the global deployment to date would therefore have oc-
curred in those locations where these factors are most favourable (low interest rates, high winds and so-
lar irradiance, low labour costs), thereby biasing our empirical record. Definitely, within individual states,
provinces, and even countries, the average will be skewed towards sites with the best solar irradiance and
wind243,244. However, at the global scale, the current levels of deployment of renewables do not match well
with renewable potential, suggesting political will might also be a strong driver of renewables deployment245.

The countries with the largest installed variable renewable capacity in the IRENA database are China,
the United States, India, and Germany139. China and India have historically had comparatively low labour
costs, while favourable interest rates enabled Germany’s heavy investment in capital intensive solar PV dur-
ing the early 2000’s. None of these countries have the best solar irradiance or wind potential, but they do have
some of the lowest solar PV installation costs in the world246,102. One explanation for this is gains they have
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Figure S73: Past (2010-2019) and future (2020-2070) projections of the 5th and 95th percentile global wind
LCOE in the Fast Transition. Past 5th and 95th percentiles are provided by IRENA 159 . Future projections of
these percentiles were generated by applying the cost reductions associated with global cumulative deploy-
ment for wind to recent (2019) 5th and 95th percentile costs for wind.

made through learning-by-doing on installation which can decrease costs of system design, customer acqui-
sition, cabling/wiring, monitoring and financing. This means that, in terms of renewable potential, many
regions such as Africa, Australia, and the Middle East for solar (Figure S74), and Russia, Canada, Greenland,
Argentina, and New Zealand for wind247,248,245 (Figure S75), have yet to capitalise on their abundant and
relatively inexpensive renewable energy resources.

Figure S74: A map of estimated solar PV power generation potential expressed as kWh/kWp (kWp means
“kilowatt potential” here). It represents the long-term average of yearly/daily potential electricity production
from a 1 kW-peak grid-connected solar PV power plant. Source: solargis.com.

As costs decline even less favourable locations become cost-effective and are used with the improved
technology. Meanwhile, the best sites in a region eventually carry old technologies. When these installations
are retired they are replaced by newer versions which can make better use of the site’s good resources, e.g.
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new, larger turbines are leading to greater capacity factors and hence lower overall LCOEs139.
Finally, in regions where costs are currently high, such as Russia and Japan, it is reasonable to assume

that without significant policy support new solar and wind deployment will continue to be slow. However,
even in regions where solar and wind deployment is slower than the global average, the existence of global
markets and global learning still enables costs to decline in such low deployment regions. If we therefore
assume global experience influences the costs in all regions equally (i.e., global cumulative deployment also
drives down costs in the 5th and 9th percentile locations), the costs for solar PV in the 95th percentile (most
expensive) locations on earth are still projected to be cheaper than the least expensive global coal electricity
by 2033 and the least expensive global gas electricity a decade after that (Figure S72). Most importantly, given
the rate of global cost declines it only takes a few years for the regions with the 95th percentile costs to drop to
the previous global average, and a decade for them to fall to match the costs associated with the countries that
were in the 5th percentile. For instance, the 5th percentile LCOE in 2010 was 188 $(2019)/MWh compared
to the 95th percentile in 2019, which was 190 $(2019)/MWh.

Figure S75: A map of global wind power density potential expressed as W/m2 at 100m height. Source: Global
Wind Atlas 3.0, a free, web-based application developed, owned and operated by the Technical University of
Denmark (DTU). The Global Wind Atlas 3.0 is released in partnership with the World Bank Group, utilizing
data provided by Vortex, using funding provided by the Energy Sector Management Assistance Program
(ESMAP). For additional information: https://globalwindatlas.info

We can see from Figure S76a the extent to which the entire distribution of costs have decreased relatively
evenly for solar PV from 2010 to 2019. The same can not be said for wind, with the cheaper locations seeing
a greater share of the cost declines in Figure S76b. The tail appears to be lagging. If wind follows the Fast
Transition cost forecast median, it will still be cheaper than the least expensive global coal by 2035, but
not necessarily cheaper than the least expensive global gas before 2070 (Figure S73). Therefore, if it proves
too expensive to transport clean energy to locations with good fossil fuel reserves and poor wind and solar
resources, it is possible that a scenario in which some coal and gas are still used in 2070 in such regional
pockets might still be cheaper than the Fast Transition. However the vast majority of the global energy
system in such a scenario will consist of solar and wind generation, with associated storage.
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Figure S76: A scatter plot comparing the 2010 LCOE with the 2019 LCOE mean, 5th percentile and 95th
percentile respectively for a) Solar PV and b) Wind (in 2019$) including a trendline for solar PV (gold) and
wind (blue) and an identity line (gray) for each.

8.7 Is the speed of the Fast Transition achievable?

The approach presented here provides a prediction of the costs associated with various scenarios of exogenous
deployment of clean technologies. It is important to understand that it is the costs that are forecast, not the
rates of deployment. The rates of deployment are chosen for each scenario with the Fast Transition based
on a continuation of current deployment growth trends in key clean technologies, principally solar, wind,
batteries and electrolyzers. We have endeavored to ensure that this scenario is consistent and achievable
from an engineering perspective but this does not mean it is inevitable or even necessarily likely.

There can be little doubt that even if the Fast Transition is cheaper to engineer than the Slow Transition,
significant political support will still be required to ensure continued high growth rates of deployment of
renewables and storage technologies. If the drivers of existing trends do not persist into the future (e.g.,
generous price support for renewables, manufacturing scale economies in production, and favourable per-
mitting and other balance of plant costs), then the cost trends we have forecast for these high deployment
growth rates might not occur.

Proponents of the socio-technical transitions (STT) perspective have argued that most energy-economic
models used for constructing plausible transition pathways fail to accommodate all the elements vital to
understanding the pace and cost of a transition towards a clean energy system249. They have contended
that the complex web of technologies, infrastructures, organizations, markets, regulations, and user practices
required to deliver energy, heat, and transport services to society, must all transition for any meaningful
reduction in global emissions. From the STT’s “multi-level perspective” (MLP), any major socio-technical
transition will be the outcome of three mutually reinforcing processes: (1) “Increasing momentum of niche
innovations, (2) weakening of existing systems; and (2) strengthening exogenous pressures”250. All of these
are required for a successful transition to a profoundly new technology. This has typically taken over a
century for other major technological transitions, e.g. from sail to steam shipping251. Accordingly, they
have argued that accelerating technological progress requires not just greater investment in research and
development, but enormous political support, widespread market and social acceptance, and a weakening of
the existing incumbent regime. Such an approach provides a plausible narrative for the challenges facing the
world in orchestrating a transition of the pace implied by the Fast Transition.

There is no disputing the vital role the global community must play in ensuring the deployment of clean
technologies necessary to drive them down their experience curves. This is in fact the main motivation for this
research. However, it is not the intention of this analysis to examine all such social and political barriers to the
clean energy transition. Our intent is to examine what is possible and provide a proof of principle regarding
the engineering challenge associated with the transition. We acknowledge there will be many such social,
institutional, and material hurdles to overcome in a Fast Transition. Such hurdles could be listed and even
modelled but what often proves more difficult is to model mankind’s ability to overcome such hurdles. For
instance, in World War II when Japan captured Malaya they also captured the largest producer of rubber in
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the world. Within 11 months all vehicles produced in the United States had synthetic rubber tires. One of the
benefits of relying on experience curves, and their apparent persistence, is their empirical record embodies
not only how such barriers have slowed down the pace of progress, but also the pace at which those barriers
have been overcome or sidestepped.

The fact that the Fast Transition uses the same deployment growth rates that have persisted for the last
few decades gives us confidence that such a pathway is possible. It is also important to note that the Fast
Transition scenario does not require the energy system to be built from scratch, but rather only the phas-
ing in of new technologies into an existing infrastructure, a transition that has traditionally occurred much
faster252. Furthermore, if we can achieve the increased rate of electrification required for the Fast Transition,
as discussed in S.I. 1.6.2, then the social and political challenges associated with the clean energy transition
become considerably less daunting due to the relative ease in which electricity systems have transitioned to
clean energy sources in the past253. Unlike the food, buildings, and transport sectors, changing electricity
sources does not require significant consumer involvement. Electricity is an undifferentiated product, which
means that consumers do not experience any change to their services whether the electrons powering their
house are emissions-intensive or not. Policy makers have also found it easier to deal with decarbonising the
power sector due to the relatively small number of utilities involved, in contrast to the millions of small
farmers/owners/builders in the food, transport, and buildings sectors253. In fact, applying the MLP anal-
ysis presented by Geels et al. 253 would suggest that for some early adopters like Germany and the UK the
uptake of renewables into the electricity system is already past most of the barriers that might prevent the
widespread adoption of such new technologies, including comparatively high initial technology costs, the
lack of dominant designs, and public, corporate, or political opposition. Solar and wind both have decades
of development behind them, so these technologies are now arguably in the final phase of their transition to
mainstream energy supply. As per the multi-level perspective the final phase in these formerly-niche tech-
nologies becoming part of the mainstream regime will involve further adjustments in existing infrastructure
(e.g. more storage), market structures (e.g. incumbent fight-back), and public perceptions. These processes
are well underway in many countries and given price parity with existing fossil fuel technologies is likely in
the coming few years for major economies such as India, China and the US (S.I. 8.6) would be difficult to stop.

This research is intended to add to the current body of evidence concerning the cost of the transition by
applying a rigorous probabilistic technology forecast methodology to future technology costs that are not cur-
rently well represented in major climate mitigation models. Considerably more literature could be cited here
expounding on the many social, institutional, and economic barriers to a fast, decisive clean energy transition,
e.g. Nelson and Allwood 254 , Geels et al. 250 , Romero-Lankao et al. 23 . The modelling approach used in this
present study is much closer in theory to the STT perspective then that used by other approaches, such as cost
optimisation models (S.I. 8.4). These latter models generally identify single optimal pathways that depend
entirely on the precision of all the model’s assumptions, and that often include technologies that are not yet
feasible at scale, or are yet to gain social acceptance, such as bioenergy with carbon capture and storage253. In
contrast, this present research relies on decade-long empirical deployment and cost trends for known tech-
nologies with persistent trends – trends that incorporate each technology’s transition through niche markets,
user acceptance, incumbent resistance, political wins and losses, and changes to infrastructure. This is the
very substance of the narrative provided by the STT approach. The slope of the experience curve represents
an aggregation of all such barriers being overcome in different markets, regions, and political environments,
at different rates and times across the globe. The theoretical framing provided by the STT perspective actu-
ally provides a plausible narrative for the “random shocks” that hinder or accelerate progress of a technology,
producing not only the shape of the experience curve but also the uncertainty in the empirical record that is
used to generate the forecast errors we associate with them in this research.

A central underlying conjecture of this present research is that more attention should be paid to using
empirically grounded approaches for technology forecasting in modelling energy transition pathways. There
is clearly a balance between model realism, which results in increased model complexity, and model reliabil-
ity, which demands lower complexity. Evidence suggests that large energy-economy models used to model
transition pathways in the past have been, and perhaps still are, putting too much weight on aiming for real-
ism, but in doing so are unable to capture basic technological trends – trends that may well end up rendering
all their scenarios out-of-date.

8.7.1 Are the growth rates of electrolyzers in the Fast Transition plausible?

The wider research community has only recently begun to embrace the idea of hydrogen as a global energy
carrier. There is therefore still considerable uncertainty surrounding the role that hydrogen might play in

143



the coming energy transition. Add to this the inherent complexity of the problem and we see a wide range of
hydrogen technology deployment projections in future energy system scenarios255.

According to the IEA, electrolyser capacity will double from around 290MW in 2020 to nearly 700 MW of
electrolyzer capacity commissioned in 2022110. The Hydrogen Council256 estimates the global electrolyzer
capacity will continue to rise to around 12 GW by 2025, an estimate that aligns well with the Fast Tran-
sition. Using data from the IEA Hydrogen Technology Collaboration Programme, IRENA 203 estimate that
around 25 GW of water electrolysis projects will be operational by 2030, which is less than half of the cu-
mulative deployment in the Fast Transition. However, this estimate is likely to be low given recent national
announcements following COP26 including the EU’s Hydrogen Strategy with its target of 40 GW of hydrogen
electrolyzer capacity by 2030, the Chilean government’s pledge of 25 GW by 2030, and India’s new National
Hydrogen Mission which alone could add around 22 GW of hydrogen production capacity by 2030257.

Looking into the more distant future the Hydrogen Council 2017(@ estimates that demand for hydro-
gen could increase to 80 EJ by 2050, a level that is reached in the Fast Transition in 2047. The amount of
hydrogen production in the Fast Transition also aligns reasonably well with projections from a number of
high-hydrogen-deployment model runs from the IPCC’s AR5 database (Figure S77). The most ambitious
hydrogen scenario in the IAM AR5 database is the MERGE ETL 2011 - AMPERE2-450-NoCCS-OPT, which
includes 138.5 EJ/yr of hydrogen production by 2050 (compared to the 118 EJ/yr deployed in the Fast Tran-
sition). Note that the IAM scenarios likely include hydrogen generation from many sources. For instance, the
MERGE-ETL scenarios, which make up most of the high hydrogen model runs in AR5, involve a shift from
initially generating mostly blue hydrogen to generating hydrogen using renewables, nuclear, and biofuels259.
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Figure S77: Projected production of hydrogen in final energy (EJ/yr) from electrolysis in the Fast Tran-
sition compared with hydrogen production from all sources in a range of “high hydrogen” scenarios
from the IPCC’s AR5 Database. Source for AR5 data: IAMC AR5 Scenario Database, 2014 available at:
https://secure.iiasa.ac.at/web-apps/ene/AR5DB/

As discussed in S.I. 6.13, given the early stage of development of the key electrolyzer technology (PEMs)
used for the Fast Transition cost projections, we apply a growth rate of around 60% from 2020 to 2040 for elec-
trolytic hydrogen. If instead we applied the current approximately 100% growth rate for PEMs to electrolyzer
deployment for one decade, followed by a much lower 8% growth rate from 2030 onwards we would achieve
a similar cumulative production of hydrogen by 2070, and produce a reasonable match to the projections of
hydrogen production in the IPCC IAM GRAPE v2011 EMF27-550-LimBio scenario (Figure S78).

The Fast Transition therefore appears to align reasonably well with existing high growth estimates for fu-
ture hydrogen production. However, Blanco and Faaij 260 question the credibility of electrolyzers sustaining
the high annual deployment growth rates seen in solar PV, although they provide little reasoning. There is
little doubt that such high deployment rates will require significant policy support. The economic tipping
point of self-sustained growth, where renewable electrolytic hydrogen could become cheaper than blue or
grey alternatives, is estimated to require an aggregated deployment of around 70 GW of electrolyzer capac-
ity256. In our Fast Transition this would not occur until around 2029, suggesting less than a decade of support
will be required to sustain the high growth rates in the Fast Transition before reaching price parity.

Developing sufficient capacity to deploy the quantities of hydrogen technology in the Fast Transition will
also require us to develop off-taker markets and full-featured infrastructure systems that can service and
supply P2X fuels for heavy-duty vehicles, ships, and applications in industries, such as steel and cement, and
building heating261. However, the faster such a roll-out occurs the faster unit investment costs required to
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switch to a green-fuel-supported economy may decline with hydrogen production becoming streamlined and
transmission and distribution infrastructure utilised more effectively261. Introducing hydrogen into existing
gas grids is already underway (e.g. South Australia), which might enable a smoother transition from existing
markets. Large-scale hydrogen storage options for the various sectors should also be explored to reduce
uncertainty in the different global markets.

Figure S78: Cumulative hydrogen production (EJ/yr) for the Fast Transition compared with an alternative
growth path consisting of a 100% deployment growth rate from 2020 to 2030 followed by an 8% deploy-
ment growth rate from 2030 to 2070, which aligns well with the projections of the IPCC AR5 GRAPE v2011
EMF27-550-LimBio scenario. Source for GRAPE data points: IAMC AR5 Scenario Database, 2014 available
at: https://secure.iiasa.ac.at/web-apps/ene/AR5DB/

8.8 Additional benefits from the Fast Transition

8.8.1 Emission reductions and reduced climate risks

One of the clearest benefits of the Fast Transition is the rapid decline in emissions it provides, as shown in
Figure S79a. This scenario achieves close to zero emissions by 2050 for all of the energy sector components
represented in the model, contrasting strongly with the protracted reductions in the Slow Transition and the
steady rise in the No Transition. Reducing emissions rapidly in the first decade is important to limit the
cumulative emissions from pre-industrial levels and associated warming by 2070, as shown with the dark
bars in Figure S79b.

To put these differences in terms of global warming scenarios requires accounting for all anthropogenic
emissions. The model accounts for around 82% of the CO2 emissions from the energy supplied to all end-use
sectors, which amounts to around 30 gigatonnes (Gt) of the approximately 50Gt of total global anthropogenic
emissions in 2020. The energy-system components not included (e.g. oil for electricity, bioenergy for heating
and cooking, methane leakage, etc.) amount to around 8.1Gt of emissions in 2020. Non-energy emissions in
2020 add a further 10Gt of GHG emissions, including cement and steel production and agriculture, forestry,
and other land use changes (AFOLU). Producing a rough estimate of the warming associated with each of our
scenarios requires a comparison of our model with that of a full global energy system model, such as provided
by the International Energy Agency, as well as assumptions around the fate of non-energy emissions. This
exercise is documented in detail in Ives et al. 262 , and the estimated average additional cumulative emissions
for each scenario are presented in Figure S79b in the white boxes above each scenario’s modelled cumulative
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emissions bar. The estimated warming in 2070 associated with all of these cumulative emission estimates
(calculated using FaIR263,264) are shown as temperature anomalies using the axis of Figure S79c, which also
presents the temperature anomalies associated with several IPCC Representative Concentration Pathways in
2070 for comparison.

To summarise the key message of the evidence presented in Figure S79, the Fast Transition enables the
modelled global energy system to achieve an emissions reduction pathway consistent with the Paris Agree-
ment of 1.5 degrees of warming by 2100 (RCP1.9 - light blue shaded area in Figure S79c). However, without
similar strong efforts to decarbonise the remaining sources of anthropogenic emissions from the global econ-
omy, such as land use change, cement production, and industrial processes, global warming could still exceed
2 degrees above pre-industrial levels by 2100. Achieving a Paris-compliant pathway in the Slow Transition
will require even greater efforts in non-energy sectors, including applying potentially expensive negative
emissions technologies.

Figure S79: Comparison of emissions from modelled scenarios including a) a comparisons of estimated global
annual CO2 emissions from 2020 to 2070 for the modelled No Transition (black), Slow Transition (blue), and
Fast Transition (green) scenarios; b) the cumulative emissions from pre-industrial levels for each of the sce-
narios including the modelled components of the global energy system (dark bar areas) and a mean estimate
of the additional greenhouse gas emissions associated with components of the global economic system not
included in our energy system model (white bar areas) and c) the range of modelled temperature anomalies
associated with greenhouse gas emissions for the IPCC Representative Concentration Pathways 1.9, 2.6, 4.5,
6.0 and 8.5 in 2070. Comparing the full bars for each scenario with the RCP shaded bands provides a rough
guide as to which set of RCP scenarios is most closely aligned with each scenario in 2070. The RCP1.9 sce-
nario (aqua blue) is made up from modelled pathways designed to meet the Paris Agreement’s “well below
2 degrees” (with an ambition for 1.5 degrees) of warming above pre-industrial levels by 2100. The mean
cumulative additional emissions, shown as white boxes in b), are generated using a range of alternative as-
sumptions around the components not included in this model, as detailed in Ives et al. 262 .

The benefits of rapidly reducing greenhouse gas emissions and averting the worst impacts of climate
change are the subject of increasing research and debate. What is evident is that the world is already experi-
encing more extreme weather events and adverse impacts attributable to warming temperatures265,266.

Attempts to quantify the costs associated with potential future climate damages have focused on an eval-
uation of what is termed the social cost of carbon (SCC), which represents the present social value of damages
from emitting CO2, and the associated warming anomalies it generates. Unfortunately, our understanding of
how climate change might impact on societies and economies is far less developed than our understanding
of climate systems267. Estimates of the SCC have been controversial from the very beginning. In 2009, the
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Obama Administration tasked an Inter-agency Working Group (IWG) with developing a robust SCC, based
on the best available science and economics. In 2010 the IWG268 produced an estimated value of around
$53 per ton of CO2 in 2020. However, significant disparity exists between such standard economic damage
estimates, which conclude relatively minor impairments to the global economy, and more catastrophic pro-
jections, particularly those from the non-traditional economic and climate sciences269,270. The possibility
of catastrophic damages at higher temperatures could necessitate modelling impacts using non-linear dam-
age functions, which are likely to result in much greater potential losses271. For example, incorporating the
possibility of non-linear tipping points in the climate system has the estimated potential to increase SCC
estimates by a factor of eight272. A more recent study, drawing on the latest climate projections and more
robust country-level macroeconomic modelling calculated a median estimate for the global SCC in 2018 at
around $417 per ton273.

In providing an estimate of the potential costs associated with climate change we have again taken a rela-
tively conservative approach. We evaluate the climate damages associated with only the emissions associated
with the energy system components included in our model, and use a SCC range of 30 - 300 $/tCO2 (rising
at 3% per year274). Calculated climate damage estimates are provided for each scenario at a 1.4% and 5%
discount rate, in Table S27, along with expected energy system costs, and total combined costs. Subtract-
ing the Fast Transition from the No Transition estimates at a discount rate of 5%, yields total expected Fast
Transition savings, up to 2070, of 31 - 255 trillion dollars. At the lower discount rate of 1.4%, the range of
expected savings is 88 - 775 trillion dollars. Thus the benefits of the Fast Transition are likely to be much
greater than the energy system cost savings we have evaluated in this study.

Scenario Discount rate SCC Climate damages Expected NPC of Total
modelled energy system

(%) ($/tCO2) ($tn) ($tn) ($tn)
Fast Transition 1.4 30 20 195 215
Fast Transition 1.4 300 201 195 396
Slow Transition 1.4 30 48 202 250
Slow Transition 1.4 300 478 202 680
No Transition 1.4 30 96 207 303
No Transition 1.4 300 964 207 1171
Fast Transition 5.0 30 14 88 102
Fast Transition 5.0 300 139 88 227
Slow Transition 5.0 30 25 92 117
Slow Transition 5.0 300 246 92 338
No Transition 5.0 30 39 94 133
No Transition 5.0 300 389 94 482

Table S27: Summary of climate damage estimates up to 2070 for each of the main scenarios across a range of
discount rates and SCC values. (Dollars are constant 2020 dollars, costs are rounded to nearest integer.)

8.8.2 Co-benefits of a Fast Transition

There are also other important benefits of accelerating the green transition beyond those directly associated
with reducing adverse climate change impacts275. The most obvious co-benefit is reduced mortality and
morbidity from the elimination of the air pollution associated with fossil fuel use. For example, the World
Health Organization estimates that 4.2 million lives per year are lost to ambient air pollution, caused mostly
by fossil fuels276.

The volatility of fossil fuel prices also has significant adverse impacts on the global economy. The renew-
able energy transition will likely substantially reduce the volatility of energy prices277. From a geopolitical
point of view, the use of renewables together with P2X fuels might also offer energy security to many countries
that are currently dependent on others. Finally, providing cheap renewable energy to low income countries
can accelerate energy inclusion and contribute to meeting many of the Sustainable Development Goals, in-
cluding lifting the estimated 1 billion people out of energy poverty23.

Finally, a rapid decarbonisation of the energy system dramatically reduces our annual emissions, poten-
tially buying more time to develop approaches for decarbonising the much harder-to-abate sectors, such as
agriculture, steel, cement, and air transport.
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8.9 Additional costs from the Fast Transition

8.9.1 Stranded Assets

A stranded asset has been defined as “an asset which loses economic value well ahead of its anticipated use-
ful life, whether that is a result of changes in legislation, regulation, market forces, disruptive innovation,
societal norms, or environmental shocks”278. However, different disciplines essentially have different defini-
tions based on their main area of concern, with accountants looking for “impairment”; economists looking for
whether the social benefits exceed economic costs of maintaining an asset; regulators looking for “stranded
costs”; and investors being most concerned with financial losses279. All such definitions could arrive at a dif-
ferent point in the engineering lifetime of an asset when they would consider the asset stranded, particularly
when repairs and maintenance can prolong that asset’s lifetime.

Tong et al. 280 provide a comprehensive assessment of the potential costs of stranded assets from meeting
a 1.5 degrees target. This analysis suggests that global emissions could exceed the 1.5 degrees carbon budget
(with a probability of 66 to 50%) if the more than 500 GW of fossil-fuel based power and transport assets
currently in planning or proposed were built and operated for their full engineering lifetimes. They calculate
that a scenario that meets the 1.5 degrees target will likely involve a stranding of $5 to $17 trillion in asset
value. The gap between the low and high estimates is mostly composed of stranded assets in the transport
sector, which have high value losses per tonne of emissions reductions (or the lowest committed emissions
per unit asset value), predominantly through fossil fuel-based passenger vehicles becoming stranded. The
highest value is therefore from a scenario where transport assets are stranded rather than the assets with high
committed emissions per unit asset, like coal-fired power stations.

This highlights one key issue with such estimates of the value of stranded assets. Unlike energy producing
technologies most passenger cars do not generate income, but rather provide utility through the provision of
a service e.g. mobility. This makes an evaluation of their stranded value more difficult to calculate as their
market value, or people’s willingness to pay for the service they provide, can drop dramatically when a new
superior technology becomes available, such as electric vehicles or a subscription-based robot-taxi service. If
that alternative technology can provide the same or better service at a lower cost, the value of the original
asset will experience a natural decline in its asset market value.

Another issue with such calculations of stranded assets is the inclusion of planned capacity. The work of
Tong et al. 280 is an update on previous work, such as that published in the previous year by Pfeiffer et al. 281 .
In comparing these two works we can see a marked (30%) decline in their estimates of proposed/planned
fossil fuel investments. According to Global Energy Monitor this is the continuation of a potentially grow-
ing trend from 2010, which has seen only 35% of planned capacity built or starting construction in 2019
(993GW), with some 1815GW of capacity cancelled or shelved282. The more such trends reduce the 500 GW
of planned and proposed assets included in the Tong et al. 280 estimates the less likely there will be stranded
assets.

Finally, it is important to differentiate between asset that are stranded due to policies that stop pollut-
ing activities, and assets stranding due to technological obsolescence, as the two are qualitatively different.
Obsolescence is a natural outcome of creative destruction in capitalist economies – the incessant innovation
mechanism by which new products and processes replace outdated ones283. Many products, such as comput-
ers, monitors, phones, printers, light bulbs, etc. are continually being replaced by superior alternatives before
their engineering lifetimes.

This is particularly the case in the faster transition scenarios where the costs of renewables decline to
the point where polluting assets are initially underutilised, and then replaced early as the cost to replace
them with renewable sources is less than the fuel, operation and maintenance costs of the existing asset.
Tong et al. 280 assume historic rates of utilisation for such assets in future, which would overestimate their
emissions, particularly since electricity generation markets are becoming increasingly competitive. Thus,
because the Fast Transition involves moving to cheaper, cleaner and increasingly more popular sources of
energy, and the Paris Agreement was ratified by all countries in 2016, most of the early closures could be
regarded as the result of sub-optimal investment decisions, rather than forced closures.

Determining which of the existing assets can be truly regarded as “stranded” from a market perspective or
even a social planning perspective – taking into account natural product obsolesce, and imperfect investment
decision making – is beyond the scope of this paper. However, there is sufficient evidence to suggest that the
true value of stranded assets will be less than the estimates provided in Tong et al. 280 , and certainly orders
of magnitude less than even a conservative estimate of the climate damages associated with a No Transition
or Historical Mix scenario262.
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[107] Clack, C. T. M., Choukulkar, A., Coté, B., and Mckee, S. A. (2020). Why Local Solar For All Costs Less:
A New Roadmap for the Lowest Cost Grid. Technical report, Vibrant Clean Energy, LLCl.

[108] Steinke, F., Wolfrum, P., and Hoffmann, C. (2013). Grid vs. storage in a 100% renewable europe.
Renewable Energy, 50:826–832. doi: https://doi.org/10.1016/j.renene.2012.07.044.

[109] IEA (2020). World Energy Investment 2020. Technical report, International Energy Agency.

[110] IEA (2022). World Energy Investment 2022. Technical report, International Energy Agency.

[111] U.S. DOE (2012). Large power transformers and the u.s. electric grid. Technical report, Office of
Electricity Delivery and Energy Reliability, U.S. Department of Energy.

[112] Vaillancourt, K. (2014). Electricity transmission and distribution. Technology brief e12, IEA ETSAP.

[113] U.S. EIA (2018). Assessing hvdc transmission for impacts of non-dispatchable generation. Technical
report, U.S. Energy Information Administration, U.S. Department of Energy.

[114] Burkes, K., Cordaro, J., Keister, T., and Cheung, K. (2017). Solid state power substation roadmap.
Technical report, Office of Electricity Delivery and Energy Reliability, U.S. Department of Energy.

[115] Hall, K. L. (2012). Out of sight, out of mind 2012 - an updated study on the undergrounding of
overhead power lines. Technical report, Edison Electric Institute.

[116] MISO (2019). Transmission cost estimation guide. Technical report, The Midcontinent Independent
System Operator, Inc.

[117] Short, T. A. (2005). Electric Power Distribution Equipment and Systems. CRC Press.

[118] WECC (2012). Capital costs for transmission and substations - recommendations for wecc transmission
expansion planning. Technical report, Western Electric Coordinating Council.

[119] Reed, L., Morgan, M. G., Vaishnav, P., and Erian Armanios, D. (2019). Converting existing transmission
corridors to hvdc is an overlooked option for increasing transmission capacity. Proceedings of the
National Academy of Sciences, 116(28):13879–13884. doi: 10.1073/pnas.1905656116.

[120] Kramer, G. J. and Haigh, M. (2009). No quick switch to low-carbon energy. Nature, 462(7273):568.

[121] IPCC (2022). Climate Change 2022: Mitigation of Climate Change. Contribution of Working Group
III to the Sixth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge
University Press.

[122] Byers, E., Krey, V., Kriegler, E., Riahi, K., Schaeffer, R., Kikstra, J., Lamboll, R., Nicholls, Z., Sandstad,
M., Smith, C., van der Wijst, K., Lecocq, F., Portugal-Pereira, J., Saheb, Y., Stromann, A., Winkler,
H., Auer, C., Brutschin, E., Lepault, C., Müller-Casseres, E., Gidden, M., Huppmann, D., Kolp, P.,
Marangoni, G., Werning, M., Calvin, K., Guivarch, C., Hasegawa, T., Peters, G., Steinberger, J., Tavoni,
M., van Vuuren, D., Al Khourdajie, A., Forster, P., Lewis, J., Meinshausen, M., Rogelj, J., Samset, B., and
Skeie, R. (2022). Ar6 scenarios database. URL https://doi.org/10.5281/zenodo.5886912.

[123] Thompson, P. (2012). The relationship between unit cost and cumulative quantity and the evidence for
organizational learning-by-doing. The Journal of Economic Perspectives, 26(3):203–224.

[124] Arrow, K. J. (1962). The economic implications of learning by doing. The review of economic studies,
pages 155–173.

156



[125] Mazzola, J. B. and McCardle, K. F. (1997). The stochastic learning curve: Optimal production in the
presence of learning-curve uncertainty. Operations Research, 45(3):440–450.

[126] Nordhaus, W. D. (2014). The perils of the learning model for modeling endogenous technological
change. The Energy Journal, Volume 35(1). doi: 10.5547/01956574.35.1.1.

[127] Way, R., Lafond, F., Lillo, F., Panchenko, V., and Farmer, J. D. (2019). Wright meets markowitz: How
standard portfolio theory changes when assets are technologies following experience curves. Journal
of Economic Dynamics and Control, 101:211–238. doi: https://doi.org/10.1016/j.jedc.2018.10.006.

[128] Neij, L. (1997). Use of experience curves to analyse the prospects for diffusion and adoption of re-
newable energy technology. Energy Policy, 25(13):1099 – 1107. doi: https://doi.org/10.1016/S0301-
4215(97)00135-3.

[129] Rubin, E. S., Azevedo, I. M., Jaramillo, P., and Yeh, S. (2015). A review of learning rates for electricity
supply technologies. Energy Policy, 86:198 – 218. doi: https://doi.org/10.1016/j.enpol.2015.06.011.

[130] Samadi, S. (2018). The experience curve theory and its application in the field of electricity generation
technologies – a literature review. Renewable and Sustainable Energy Reviews, 82:2346 – 2364. doi:
https://doi.org/10.1016/j.rser.2017.08.077.

[131] Wene, C.-O. (2016). Future energy system development depends on past learning opportunities. WIREs
Energy and Environment, 5(1):16–32. doi: 10.1002/wene.172.

[132] Ferioli, F., Schoots, K., and van der Zwaan, B. (2009). Use and limitations of learning curves for en-
ergy technology policy: A component-learning hypothesis. Energy Policy, 37(7):2525 – 2535. doi:
https://doi.org/10.1016/j.enpol.2008.10.043.

[133] Wilson, C., Grubler, A., Bento, N., Healey, S., De Stercke, S., and Zimm, C. (2020). Granular technolo-
gies to accelerate decarbonization. Science, 368(6486):36–39. doi: 10.1126/science.aaz8060.

[134] Pindyck, R. S. (1999). The long-run evolution of energy prices. The Energy Journal, 20(2):1–27.

[135] Shafiee, S. and Topal, E. (2010). A long-term view of worldwide fossil fuel prices. Applied Energy, 87
(3):988 – 1000. doi: https://doi.org/10.1016/j.apenergy.2009.09.012.

[136] Farmer, J. D. and Lafond, F. (2016). How predictable is technological progress? Research Policy, 45(3):
647–665.

[137] BP (2021). BP Statistical Review of World Energy 2021. Technical report, BP plc.

[138] Lazard (2021). Lazard’s Levelized Cost of Energy Analysis Versions 2-15. Technical report, Lazard.

[139] IRENA (2021). Renewable Power Generation Costs in 2020. Technical report, International Renewable
Energy Agency.

[140] McNerney, J., Farmer, J. D., and Trancik, J. E. (2011). Historical costs of coal-fired
electricity and implications for the future. Energy Policy, 39(6):3042 – 3054. doi:
https://doi.org/10.1016/j.enpol.2011.01.037.

[141] Colpier, U. C. and Cornland, D. (2002). The economics of the combined cycle gas turbine—an
experience curve analysis. Energy Policy, 30(4):309 – 316. doi: https://doi.org/10.1016/S0301-
4215(01)00097-0.

[142] Koomey, J. and Hultman, N. E. (2007). A reactor-level analysis of busbar costs for us nuclear plants,
1970–2005. Energy Policy, 35(11):5630 – 5642. doi: https://doi.org/10.1016/j.enpol.2007.06.005.

[143] Nemet, G. F. (2006). Beyond the learning curve: factors influencing cost reductions in photovoltaics.
Energy Policy, 34(17):3218 – 3232. doi: https://doi.org/10.1016/j.enpol.2005.06.020.

[144] Glenk, G., Meier, R., and Reichelstein, S. (2021). Cost dynamics of clean energy technologies.
Schmalenbach Journal of Business Research, 73(2):179–206. doi: 10.1007/s41471-021-00114-8.

[145] Smil, V. (2016). Energy Transitions, Global and National Perspectives, 2nd Edition. ABC-CLIO.

157



[146] Wiser, R., Jenni, K., Seel, J., Baker, E., Hand, M., Lantz, E., and Smith, A. (2016). Expert elicitation
survey on future wind energy costs. Nature Energy, 1(10):16135. doi: 10.1038/nenergy.2016.135.

[147] FRED (2022). Economic research at the federal reserve bank of st. louis. URL
https://fred.stlouisfed.org/. [Online; accessed 23-April-2022].

[148] Vaillancourt, K. (2014). Coal mining and logistics. Technology brief p07/08, IEA ETSAP.

[149] Fouquet, R. (2008). Heat, Power and Light: revolutions in energy services. Edward Elgar Publications.

[150] Seebregts, A. J. (2010). Gas-fired power. Technology brief e02, IEA ETSAP.

[151] Lovering, J. R., Yip, A., and Nordhaus, T. (2016). Historical construction costs of global nuclear power
reactors. Energy Policy, 91:371 – 382. doi: https://doi.org/10.1016/j.enpol.2016.01.011.

[152] Koomey, J., Hultman, N. E., and Grubler, A. (2017). A reply to “historical construc-
tion costs of global nuclear power reactors”. Energy Policy, 102:640 – 643. doi:
https://doi.org/10.1016/j.enpol.2016.03.052.

[153] Gilbert, A., Sovacool, B. K., Johnstone, P., and Stirling, A. (2017). Cost overruns and financial risk in
the construction of nuclear power reactors: A critical appraisal. Energy Policy, 102:644 – 649. doi:
https://doi.org/10.1016/j.enpol.2016.04.001.

[154] Sovacool, B. K., Gilbert, A., and Nugent, D. (2014). Risk, innovation, electricity infrastruc-
ture and construction cost overruns: Testing six hypotheses. Energy, 74:906 – 917. doi:
https://doi.org/10.1016/j.energy.2014.07.070.

[155] Grubler, A. (2010). The costs of the french nuclear scale-up: A case of negative learning by doing.
Energy Policy, 38(9):5174 – 5188. doi: https://doi.org/10.1016/j.enpol.2010.05.003.

[156] Matsuo, Y. and Nei, H. (2019). An analysis of the historical trends in nuclear power
plant construction costs: The japanese experience. Energy Policy, 124:180 – 198. doi:
https://doi.org/10.1016/j.enpol.2018.08.067.

[157] Boccard, N. (2014). The cost of nuclear electricity: France after fukushima. Energy Policy, 66:450 –
461. doi: https://doi.org/10.1016/j.enpol.2013.11.037.

[158] Court of Audit (2012). The costs of the nuclear power sector. Thematic public report, French Court of
Audit.

[159] IRENA (2019). Renewable Power Generation Costs in 2018. Technical report, International Renewable
Energy Agency.

[160] Ansar, A., Flyvbjerg, B., Budzier, A., and Lunn, D. (2014). Should we build more large dams?
the actual costs of hydropower megaproject development. Energy Policy, 69:43 – 56. doi:
https://doi.org/10.1016/j.enpol.2013.10.069.

[161] IEA (2017). Energy Technology Perspectives 2017 - Catalysing Energy Technology Transformations.
Technical report, International Energy Agency.

[162] Junginger, M., de Visser, E., Hjort-Gregersen, K., Koornneef, J., Raven, R., Faaij, A., and Turkenburg,
W. (2006). Technological learning in bioenergy systems. Energy Policy, 34(18):4024 – 4041. doi:
https://doi.org/10.1016/j.enpol.2005.09.012.

[163] Schilling, M. A. and Esmundo, M. (2009). Technology s-curves in renewable energy alternatives:
Analysis and implications for industry and government. Energy Policy, 37(5):1767 – 1781. doi:
https://doi.org/10.1016/j.enpol.2009.01.004.

[164] Messner, S. (1997). Endogenized technological learning in an energy systems model. Journal of Evolu-
tionary Economics, 7(3):291–313. doi: 10.1007/s001910050045.

[165] Barreto, L. and Kypreos, S. (1999). Technological learning in energy models: Experience and scenario
analysis with markal and the eris model prototype. Working Paper PSI Bericht Nr. 99-08, Paul Scherrer
Institute.

158



[166] Kouvaritakis, N., Soria, A., and Isoard, S. (2000). Modelling energy technology dynamics: methodology
for adaptive expectations models with learning by doing and learning by searching. International
Journal of Global Energy Issues, 14(1/2/3/4):104–115.

[167] de Feber, M., Seebregts, A., and Smekens, K. (2002). Learning in clusters: Methodological issues and
lock-out effects. Workshop Paper (International Energy Workshop), Energy Research Centre of the
Netherlands.

[168] Anderson, D. and Winne, S. (2004). Modelling innovation and threshold effects in climate change
mitigation. Working Paper 59, Tyndall Cent. Clim. Change Res., Univ. East Anglia, Norwich, UK.

[169] Baker, E., Fowlie, M., Lemoine, D., and Reynolds, S. S. (2013). The Economics of Solar Electricity.
Annual Review of Resource Economics, 5(1):387–426.

[170] Kypreos, S. (2005). Modeling experience curves in merge (model for evaluating regional and global
effects). Energy, 30(14):2721–2737. doi: https://doi.org/10.1016/j.energy.2004.07.006.

[171] Bosetti, V., Carraro, C., Galeotti, M., Massetti, E., and Tavoni, M. (2006). A world induced technical
change hybrid model. The Energy Journal, Hybrid Modeling(SI2):13–38. doi: 10.5547/ISSN0195-6574-
EJ-VolSI2006-NoSI2-2.

[172] Bosetti, V., Massetti, E., and Tavoni, M. (2007). The WITCH model. Structure, baseline, solutions.
Working Paper 10.2007, Fondazione Eni Enrico Mattei.

[173] Bosetti, V., Tavoni, M., De Cian, E., and Sgobbi, A. (2009). The 2008 WITCH Model: New Model
Features and Baseline. Working Paper 85.2009, Fondazione Eni Enrico Mattei.

[174] Rout, U. K., Blesl, M., Fahl, U., Remme, U., and Voß, A. (2009). Uncertainty in the learning rates of
energy technologies: An experiment in a global multi-regional energy system model. Energy Policy, 37
(11):4927–4942. doi: https://doi.org/10.1016/j.enpol.2009.06.056.

[175] Luderer, G., Leimbach, M., Bauer, N., and Kriegler, E. (2011). Description of the ReMIND-R model.
Technical report, Postdam Institute for Climate Impact Research, Potsdam, Germany.
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van Meijl, H., MÃ¼ller, C., van Ruijven, B. J., van der Sluis, S., and Tabeau, A. (2017). Energy, land-
use and greenhouse gas emissions trajectories under a green growth paradigm. Global Environmental
Change, 42:237–250. doi: 10.1016/j.gloenvcha.2016.05.008.

[211] Fricko, O., Havlik, P., Rogelj, J., Klimont, Z., Gusti, M., Johnson, N., Kolp, P., Strubegger, M., Valin,
H., Amann, M., Ermolieva, T., Forsell, N., Herrero, M., Heyes, C., Kindermann, G., Krey, V., McCol-
lum, D. L., Obersteiner, M., Pachauri, S., Rao, S., Schmid, E., Schoepp, W., and Riahi, K. (2017). The
marker quantification of the shared socioeconomic pathway 2: A middle-of-the-road scenario for the
21st century. Global Environmental Change, 42:251–267. doi: 10.1016/j.gloenvcha.2016.06.004.

[212] Fujimori, S., Hasegawa, T., Masui, T., Takahashi, K., Herran, D. S., Dai, H., Hijioka, Y., and Kainuma, M.
(2017). SSP3: AIM implementation of shared socioeconomic pathways. Global Environmental Change,
42:268–283. doi: 10.1016/j.gloenvcha.2016.06.009.
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[255] Hanley, E. S., Deane, J. P., and Gallachóir, B. P. (2018). The role of hydrogen in low carbon energy
futures–A review of existing perspectives. Renewable and Sustainable Energy Reviews, 82(July 2017):
3027–3045. doi: 10.1016/j.rser.2017.10.034.

[256] Hydrogen Council (2020). Path to hydrogen competitiveness: a cost perspective.

[257] Hall, W., Spencer, T., Renjith, G., and Dayal, S. (2020). The Potential Role of Hydrogen in India.
Technical report, The Energy Research Institute.

[258] Hydrogen Council (2017). Hydrogen scaling up: A sustainable pathway for the global energy transi-
tion. Hydrogen scaling up: A sustainable pathway for the global energy transition.

[259] Marcucci, A., Kypreos, S., and Panos, E. (2017). The road to achieving the long-term Paris tar-
gets: energy transition and the role of direct air capture. Climatic Change, 144(2):181–193. doi:
10.1007/s10584-017-2051-8.

[260] Blanco, H. and Faaij, A. (2018). A review at the role of storage in energy systems with a focus on Power
to Gas and long-term storage. ISSN 18790690.

[261] IEA (2012). Energy Technology Perspectives 2012 Pathways to a Clean Energy System. Energy Tech-
nology Perspectives 2012 Pathways to a Clean Energy System, pages 1–12.

[262] Ives, M., Righetti, L., Schiele, J., De Meyer, K., Hubble-Rose, L., Tieng, F., Kruitwagen, L., Tillmann-
Morris, L., Wang, T., Way, R., and Hepburn, C. (2021). A new perspective on decarbonising the global
energy system. Technical Report 21-04, Oxford University Smith School of Enterprise and the Envi-
ronment. URL www.energychallenge.info.

[263] Millar, J. R., Nicholls, Z. R., Friedlingstein, P., and Allen, M. R. (2017). A modified impulse-response
representation of the global near-surface air temperature and atmospheric concentration response to
carbon dioxide emissions. Atmospheric Chemistry and Physics, 17(11):7213–7228. doi: 10.5194/acp-
17-7213-2017.

[264] Smith, C. J., Forster, P. M., Allen, M., Leach, N., Millar, R. J., Passerello, G. A., and Regayre, L. A. (2018).
FAIR v1.3: A simple emissions-based impulse response and carbon cycle model. Geoscientific Model
Development, 11(6):2273–2297. doi: 10.5194/gmd-11-2273-2018.

[265] Mitchell, D., Heaviside, C., Vardoulakis, S., Huntingford, C., Masato, G., Guillod, B. P., Frumhoff, P.,
Bowery, A., Wallom, D., and Allen, M. (2016). Attributing human mortality during extreme heat waves
to anthropogenic climate change. Environmental Research Letters, 11(7):074006.

[266] Rahmstorf, S. and Coumou, D. (2011). Increase of extreme events in a warming world. Proceedings of
the National Academy of Sciences, 108(44):17905–17909.

[267] Auffhammer, M. (2018). Quantifying economic damages from climate change. Journal of Economic
Perspectives, 32(4):33–52.

[268] GAO (2014). Regulatory impact analysis: Development of social cost of carbon estimates. Technical
report, United States Government Accountability Office. URL https://www.gao.gov/assets/gao-14-

663.pdf.

[269] Rising, J. A., Taylor, C., Ives, M. C., and Ward, R. E. (2022). Challenges and innovations in
the economic evaluation of the risks of climate change. Ecological Economics, 197:107437. doi:
10.1016/j.ecolecon.2022.107437.

[270] Kikstra, J. S., Waidelich, P., Rising, J., Yumashev, D., Hope, C., and Brierley, C. M. (2021). The social
cost of carbon dioxide under climate-economy feedbacks and temperature variability. Environmental
Research Letters, 16(9):094037. doi: 10.1088/1748-9326/ac1d0b.

164



[271] Weitzman, M. L. (2010). What is the ”damages Function” for Global Warming-And What Difference
Might It Make? Climate Change Economics, 1(1):57–69. doi: 10.1142/S2010007810000042.

[272] Cai, Y., Lenton, T. M., and Lontzek, T. S. (2016). Risk of multiple interacting tipping points should
encourage rapid CO2 emission reduction. Nature Climate Change 2016 6:5, 6(5):520–525. doi:
10.1038/nclimate2964.

[273] Ricke, K., Drouet, L., Caldeira, K., and Tavoni, M. (2018). Country-level social cost of carbon. Nature
Climate Change, 8(10):895–900.

[274] Nordhaus, W. D. (2017). Revisiting the social cost of carbon. Proceedings of the National Academy of
Sciences, 114(7):1518–1523.

[275] Smith, A. (2013). The Climate Bonus. Co-benefits of Climate Policy. Taylor & Francis Group Ltd.

[276] IHME (2020). Global Burden of Disease Study 2019. Technical report, Institute for Health Metrics and
Evaluation (IHME).

[277] Rentschler, J. E. (2013). Oil price volatility, economic growth and the hedging role of renewable energy.
World Bank Policy Research Working Paper 6603.

[278] Generation Foundation (2013). Stranded Carbon Assets. Technical report, Generation Foundation.
URL http://www.phys.uri.edu/nigh/FFRI/pdf-generation-foundation-stranded-carbon-

assets-v1.pdf http://genfound.org/media/pdf-generation-foundation-stranded-carbon-

assets-v1.pdf.

[279] Caldecott, B. (2017). Introduction to special issue: stranded assets and the environment. Journal of
Sustainable Finance and Investment, 7(1):1–13. doi: 10.1080/20430795.2016.1266748.

[280] Tong, D., Zhang, Q., Zheng, Y., Caldeira, K., Shearer, C., Hong, C., Qin, Y., and Davis, S. J. (2019). Com-
mitted emissions from existing energy infrastructure jeopardize 1.5 °C climate target. ISSN 14764687.

[281] Pfeiffer, A., Hepburn, C., Vogt-Schilb, A., and Caldecott, B. (2018). Committed emissions from existing
and planned power plants and asset stranding required to meet the Paris Agreement. Environmental
Research Letters, 13(5). doi: 10.1088/1748-9326/aabc5f.

[282] Global Energy Monitor (2022). Global Coal Plant Tracker. URL
https://globalenergymonitor.org/projects/global-coal-plant-tracker/.

[283] Schumpeter, J. A. (1942). Capitalism, Socialism, and Democracy.

165


