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Abstract. NorESM is a generic name of the Norwegian earth to decrease by 12 %, 15-17 %, and 32 % for the RCP2.6,
system model. The first version is named NorESM1, and4.5, 6.0, and 8.5, respectively. Precipitation is projected to
has been applied with medium spatial resolution to provideincrease in the tropics, decrease in the subtropics and in
results for CMIPS5 [ttp://cmip-pcmdi.linl.gov/cmip5/index.  southern parts of the northern extra-tropics during summer,
html) without (NorESM1-M) and with (NorESM1-ME) in- and otherwise increase in most of the extra-tropics. Changes
teractive carbon-cycling. Together with the accompanyingin the atmospheric water cycle indicate that precipitation
paper by Bentsen et al. (2012), this paper documents thatvents over continents will become more intense and dry
the core version NorESM1-M is a valuable global climate spells more frequent. Extra-tropical storminess in the North-
model for research and for providing complementary resultsern Hemisphere is projected to shift northwards. There are
to the evaluation of possible anthropogenic climate changeindications of more frequent occurrence of spring and sum-
NorESM1-M is based on the model CCSM4 operated atmer blocking in the Euro-Atlantic sector, while the ampli-
NCAR, but the ocean model is replaced by a modified ver-tude of ENSO events weakens although they tend to appear
sion of MICOM and the atmospheric model is extended with more frequently. These indications are uncertain because of
online calculations of aerosols, their direct effect and their in-biases in the model’s representation of present-day condi-
direct effect on warm clouds. Model validation is presentedtions. Positive phase PNA and negative phase NAO both ap-
in the companion paper (Bentsen et al., 2012). NorESM1-Mpear less frequently under the RCP8.5 scenario, but also this
is estimated to have equilibrium climate sensitivity of ca. resultis considered uncertain. Single-forcing experiments in-
2.9K and a transient climate response of ca. 1.4 K. This sendicate that aerosols and greenhouse gases produce similar ge-
sitivity is in the lower range amongst the models contribut- ographical patterns of response for near-surface temperature
ing to CMIP5. Cloud feedbacks dampen the response, andnd precipitation. These patterns tend to have opposite signs,
a strong AMOC reduces the heat fraction available for in-although with important exceptions for precipitation at low
creasing near-surface temperatures, for evaporation and fdatitudes. The asymmetric aerosol effects between the two
melting ice. The future projections based on RCP scenariofiemispheres lead to a southward displacement of ITCZ. Both
yield a global surface air temperature increase of almost onéorcing agents, thus, tend to reduce Northern Hemispheric
standard deviation lower than a 15-model average. Summesubtropical precipitation.

sea-ice is projected to decrease considerably by 2100 and

disappear completely for RCP8.5. The AMOC is projected
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1 Introduction versions of NorESML1 is a considerably elaborated version of
the Miami Isopycnic Community Ocean Model (MICOM)
Simulations of the Earth’s climate are presented using a veradapted for multi-century simulations in coupled mode by
sion of the Norwegian Earth System Model (NorESM1-M) Assmann et al. (2010) and Otéeet al. (2010). Further ex-
with online calculations of aerosols and their direct effecttensions are described by Bentsen et al. (2012) together with
and the first and second indirect effects of warm clouds. Ina summary of all extensions since the original MICOM. The
the companion paper by Bentsen et al. (2012) the NorESM1NorESM1 ocean model is predominantly developed at the
M model system is described in technical detail and validatedBjerknes Centre in Bergen, Norway, and an earlier version
through the evaluation of its conservative properties and bywas also used in the Bergen Climate Model (BCM), which
comparing simulation results with observationally based datavas used to provide data for CMIP3 (Meehl et al., 2005)
for the historical period since 1850. The present paper fo-and the AR4 of the IPCC (Furevik et al., 2003; Odtest
cuses on the simulated response of NorESM1-M to a seal., 2009). Important extensions since the BCM version in-
lection of experiments, including projections of the future clude improved parameterisation of diapycnal mixing, isopy-
global climate based on scenarios defined in the fifth phasenal eddy diffusion, thickness eddy diffusion and the mixed
of the Coupled Model Intercomparison Project (CMIPS) layer depth.
(Taylor et al., 2012). Although carbon cycling is included in  The atmospheric model in NorESM1 (which denote both
the ocean and land models of NorESM1-M, another versionM and ME) is based on the version of the original CAM4
of NorESM1, called NorESM1-ME, is used to simulate the that was publicly released in April 2010 (Neale et al., 2010,
Earth’s climate with an interactive carbon cycle as described2012). Over the last 15yr, research and modelling groups
by Tjiputra et al. (2013). at the University of Oslo and the Norwegian Meteorolog-
Arange of climate models and climate model versions par-ical Institute (also in Oslo) have used a range of earlier
ticipate in CMIP5, thereby providing input to the fifth As- NCAR model versions to develop representations of aerosols
sessment Report (AR5) of the Intergovernmental Panel orand their interactions with radiation and warm cloud micro-
Climate Change (IPCC) scheduled for publication in 2013.physics. The purpose was to quantify the direct and indirect
All data produced by the participating models, including aerosol forcing (lversen and Seland, 2002, 2003; Kiakgv
NorESM1-M, can be downloaded from the CMIP5 multi- and Iversen, 2002; Kristhsson, 2002; Storelvmo et al.,
model data archivehtp://cmip-pcmdi.linl.gov/cmip5/index. 2006; Seland et al., 2008; Hoose et al., 2009; Struthers,
html). et al., 2011) and to study aerosol interactions with climate
The main purpose of this paper is to establish that resultgKristjansson et al., 2005; Kirkég et al., 2008a, b; Struthers
from the CMIP5 experiments with NorESM1-M are valuable et al., 2013). In these earlier studies of the climate response
for the climate system science and the evaluation of possibléo aerosol processes, however, the atmospheric model was
anthropogenic influences on the global climate. The modekun coupled to a slab ocean model only. In NorESM1 the
and the model simulations are briefly summarised in Sect. 2climate response of the aerosol processes is estimated in a
After discussing climate sensitivity, response and gross feedfully coupled climate/earth system model. The latest version
backs in Sect. 3, the present paper addresses aspects of tethe aerosol module, which is used in NorESM1, is thor-
historical simulations and the RCP scenarios produced withoughly presented and discussed by Kikg\et al. (2013),
NorESM1-M. Section 4 discusses model simulated time-and the CAM4-version with this aerosol module is denoted
developments of global variables from 1850 to 2005 (“His- CAM4-Oslo.
toric”) and onwards for future RCP projections. In Sect. 5, We use the finite volume dynamical core for transport
the single forcing experiments for 1850-2005 are addressedalculations (Rasch et al., 2006) with horizontal resolution
whilst further discussions of the RCP scenario projections1.9 latitude by 2.8 longitude (in short: 2 and 26 lev-
are done in Sect. 6. After an analysis of various regional cli-els with a hybrid sigma-pressure co-ordinate in the verti-
mate patterns are done in Sect. 7, conclusions are drawn ipal. The horizontal grid mesh size is double of the stan-
Sect. 8. dard version used in CCSM4, although Gent et al. (2011)
also discuss a2version. The stratiform cloud parameterisa-
tion is based on Rasch and Kristjansson (1998), and the pa-
2 The model and model simulations rameterisation of deep convective clouds follows Zhang and
McFarlane (1995) extended with the plume dilution and con-
As elaborated by Bentsen et al. (2012), except for the oceamective momentum transport which is also used in CCSM4
model NorESM1-M is to a large extent based on the fourth(Richter and Rasch, 2007; Neale et al., 2008). Plume dilution
version of the Community Climate System Model (CCSM4) influences the vertical distribution of aerosols (Kirkgvet
developed in the Community Earth System Model (CESM)al., 2013) and water vapour (Gent et al., 2011), and improves
project centred at the US National Center for Atmosphericthe modelling of tropical deep convection in a way which
Research (NCAR) in collaboration with many partners (Gentturns out favourably for reproducing characteristic features
et al., 2011; Meehl et al., 2012). The ocean model in bothof the Madden-Julian Oscillation (MJO) (Subramanian et al.,
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2011). The favourable MJO properties are also diagnosed In summary from Bentsen et al. (2012), by the end of
for NorESM1-M by Bentsen et al. (2012). NorESM1-M ac- the 20th century the surface air temperature is simulated
counts for the radiative effects of deposited light-absorbingto be too low by about 0.8-0.9K globally and 1.0-1.1K
mineral dust and black carbon on snow (Flanner and Zendepver land. The global precipitation is estimated to be up to
2006) and sea-ice. about 0.15 mmday! too high, the evaporation from oceans

A schematic of the CMIP5-experiments with NorESM1-M is over-estimated with ca. 4%, and the net flux between
is shown by Bentsen et al. (2012) in their Fig. 1. Throughoutoceans and continents are ca. 8 % over-estimated. The inten-
this paper, we use “piControl” to identify the 500 yr con- sity of the water-cycle is, therefore, slightly overestimated,
trol simulation with constant external forcing prescribed at while the atmospheric lifetime of water vapour is close to
1850 conditions. This simulation starts in year 700 after acorrect (compared to Trenberth et al., 2011). These proper-
spin-up with the same forcing. As discussed by Bentsen eties can be linked to the fact that the model underestimates
al. (2012), the spin-up is carried out in order to reduce trendghe global cloud fraction considerably (by 15-25 %), while
in the piControl after tuning of parameters. Three ensem-he tropospheric liquid water is over-estimated (Jiang et al.,
ble members were branched off from the piControl in years2012). The double ITCZ is less pronounced in NorESM1-M
700, 730 and 760 for simulations “Historicl, “Historic2” thanin CCSM4 with the same resolution.
and “Historic3”. From 1850 to 2005, the natural variations The model simulates characteristic flow patterns that can
of solar radiation (Lean et al., 2005; Wang et al., 2005),be associated with features diagnosed from observational
the stratospheric sulphate aerosol concentrations from expladata. This includes the Madden-Julian Oscillation (MJO),
sive volcanoes (Ammann et al., 2003), and the anthropogeniavhich was simulated with skill already in CCSM4 (Subra-
changes in GHG concentrations, aerosol emissions (Lamamanian et al., 2011), ENSO, and the northern and southern
gue et al., 2010) and land-cover, were prescribed using thannular modes. The AMOC strength is in the upper range
data fromhttp://cmip-pcmdi.linl.gov/cmip5/forcing.html found in models contributing to CMIP3 and above the range

The historical forcing experiments branch off from piCon- estimated from synthesized observational data (Medhaug and
trol in year 700 as for Historicl. They are denoted “GHG Furevik, 2011). Whilst the sea-ice extent is overestimated
only”, “Aerosol only”, and “Natural forcing only”, where in both hemispheres in summer and in the southern win-
the forcing is kept constant as in piControl except for theter, it is underestimated during northern winter. Kirkgvet
single forcing contribution which is identified by the name. al. (2013) used NorESM’s atmospheric model CAM4-Oslo
From 2005 onwards, the representative concentration pathto estimate the direct and indirect forcing of aerosol changes
way (RCP) scenarios (van Vuuren et al., 2011) were the basibetween the years 1850 and 2000 (2006) te-Bel0(—0.08)
for climate projections until 2100: RCP2.6, RCP4.5, RCP6.0and—0.91 Wm 2 (—1.2 Wm~2), respectively. The estimated
and RCP8.5, where the numbers are the expected TOA forandirect forcing in warm clouds is modest compared to many
ing in Wm~2 by 2100. The RCP4.5 was extended to run until other models, and this is achieved without assuming artificial
2300 keeping external conditions as in 2100. The historicalower thresholds in the number of aerosols or cloud droplets
simulations have been extended to 2012 using RCP8.5 fofHoose et al., 2009). However, the modelled aerosol load-
the years 2006—2012. ings are at the high end in the free troposphere (Myhre et al.,

Bentsen et al. (2012) present a thorough validation anal2013; Samset et al., 2013).
ysis of trends in piControl along with comparisons of the
historical runs with data that are observationally based or
from global re-analyses. In summary, the average radiatives Equilibrium climate sensitivity and transient
heat flux at the top of the atmosphere (TOA) in piControl response
is positive, but smaller than 0.1 WrA. More than 99 % of
this excess heat is transferred to the oceans, which experislobal climate models are useful for diagnosing a range of
ence a statistically significant temperature increase. Thereharacteristics for how the global climate may respond to a
are also small negative trends in the ocean salinity, the winstandard specified forcing. This facilitates the comparison of
ter maximum sea-ice area in both hemispheres and the Atelimate change properties across different climate models.
lantic meridional overturning circulation (AMOC). Other cli- This section discusses results of two such experiments under
matologically important parameters have insignificant globalthe CMIP5 protocol using NorESM1-M integrated over 150
trends during the 500 yr of the piControl, including surface and 140 yr, respectively. The simulations were both initiated
air temperature, cloudiness, precipitation and evaporationin year 700, i.e., from the start of piControl after spin-up, and
The difference between global evapotranspiration and preare referred to as “abruptdC0O,” (quadrupling of atmo-
cipitation (E-P) averaged over a few decades or longer, isspheric CQ concentrations at= 0) and “gradual 4 COy”
not significantly different from zero in any of the experi- (1% increase per year until quadrupling). Results are pre-
ments, including piControl, implying that the global water sented in Tables 1, 2, 3 and 4, as well as in Fig. 1. Since we
cycle budget in NorESM1-M is closed. have not applied any proper method for estimating changes

in single climate elements (e.g., cloud cover) in response
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Table 1. Different estimates of climate sensitivity of the NorESM1-M withr2solution. Data for the CCSM4 witl ¥esolution included
for comparison are provided by Bitz et al. (2012). Symbols are explained in the main text; see also Fig. 1.

ATeq  ATerf ATreg  Ripyy Areg ATtcr  ATrCReff

K K K wm—2 wm2K-1 K K
NOrESM1-M,2 notcalc. 2.86  2.87 3.16 1.101 1.39 2.32
CCSM4, P 3.20 278  2.80 2.95 1.053 1.72 2.64

Table 2. Global gross feedback responsec] in TOA radiation parametersX() as determined by linear regression of model simulated
annual changeX X) with respect to the corresponding annual surface air temperature chafgeafter abrupt 4« CO,. The quantity

Ax =d(AX)/d(AT), andX is long-wave (LW) and short-wave (SW) all-sky and clear-sky TOA outgoing radiation, long-wave (LWCF)
and short-wave (SWCF) cloud forcing, or net cloud radiative effect (CRE).

ALWAIlIsky ASWAllsky  ALWclearsky  ASWelearsky ALWCF ASWCF ACRE
wm—2K-1 wm2k-1 wm2k-1 wm2k-1 wm2k-1 wm2k-1 wm2k-1
NorESM1-M, 2 -1.80 +0.70 -1.86 +0.84 +0.06 -0.15 —-0.09

Table 3.Global gross feedback responsag§ in parametersX) characterising the hydro-climate, as determined by linear regression of model
simulated annual change &) with respect to the corresponding annual surface air temperature chafgafter abrupt 4« CO,. X is an-
nual amounts of evaporatioff}, precipitation @), or the difference£- P) accumulated globally, from oceans, or from land{&ktm3 yr—1).

Ap-GLOB AE-OCEAN A p-OCEAN A(E-P)-0cEAN AE-LAND AP-LAND
18km3K=1 188km3K=1 103km3K-1 103km3K—!  103kmd3K-1l 103km3K-1
NorESM1-M, 2 14.58 12.42 12.40 +0.02 2.16 2.18
(—0.29— +0.32)

Table 4. Global gross feedback responsey] in (X =) yearly averaged sea-ice area (AREASxe?yr—1), and volume (VOL,
10 km3yr—1) in the Northern (NH) or Southern (SH) Hemispheres, as determined by linear regression of model simulated annual change
(AX) with respect to the corresponding annual surface air temperature changafter abrupt 4x CO».

AAREA-NH AVOL-NH AAREA-SH AVOL-SH
10km2K1yr1  103km3K-1yr1 10fkm?K-lyr1 103km3K-1lyr-1
NorESM1-M, 2 —-2.39 —10.55 —-0.86 —2.52

to temperature increases when other elements are kept uver a few decades, but with a model version where the
changed, the feedback factors we present (e.g., for clouds)eep ocean model is replaced by a thermodynamic slab. Bitz
are termed gross feedback factors (Andrews et al., 2012)et al. (2012) used a slab ocean model for which the deep
These factors can be influenced by simultaneous changes iocean heat fluxes were calibrated with data from runs with
other elements than the temperature (e.g., snow cover). Sdae full CCSM4. With ® atmospheric resolution they esti-
Gettelman et al. (2012) for estimates of proper feedback facmated ATeq= 3.20K after doubling of C@, while 3.13K
tors. was estimated for the®2version. This is close to the value
The Equilibrium Climate Sensitivity (ECS) is defined as 3.14 K which was found for the previous CAM3-based ver-
the change in global mean near-surface air temperature whesion of CAM-Oslo coupled to a slab ocean (Kirkeyet al.,
a new climate equilibrium is reached after an abrupt increas€008a).
of the atmospheric C®concentrations introduced to a cli- Estimates ofA Tgq for NorESM1-M with a slab ocean are
mate already in equilibrium. To calculate the ECS from first not available, but two other approximations of ECS are es-
principles requires climate model simulations over severaltimated for the full NorESM1-M. Both methods use simul-
thousand years (Boer and Yu, 2003). ECS is, therefore, fretaneous values of surface air temperature change(())
quently approximated as the differeneeleq, between equi- and TOA radiation imbalance\R (7)) estimated at the time
librium near surface air temperatures obtained from two runs
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¢ after the abrupt quadrupling of atmospheric £€oncen-  negative. Of the 15 models studied by Andrews et al. (2012),
trations. 9 produce a negative gross cloud feedback, and the spread
Gregory et al. (2004) proposed to use a linear regressiofin values are large. NorESM1-M is close to the average.
betweenAR(t) and AT (t), assuming negligible contribu- There is a much better agreement between models for clear-
tions from time-varying feedbacks. The slope of the regres-air feedback, all with values close to those given in Table 2

sion line is the overall feedback parametes —dAR/dAT (Andrews et al., 2012).
(in units of WnT2K 1), the intercept a7 = 0 approxi- A simple measure of climate sensitivity associated with
mates the instantaneous forciRg while the intercepi\ Treg gradual changes in the external forcing is the Transient Cli-
at AR = 0 approximates the ECS. In reality, this estimate of mate Response (TCR). TCR can be estimated from the grad-
Rs disregards rapid adjustments during the first year of theual 4x CO, experiment as the globally averaged difference
simulation and it, therefore, underestimates the true instantain surface air temperaturé(rcr) between the time of dou-
neous forcing of the quadrupled GQAndrews et al., 2012). bled atmospheric C®(averaged over years 60-80) and the
Murphy (1995) proposed to use the remaining TOA radia-corresponding years in the piControl. An effective response
tive imbalanceA R(¢) at the timer to approximate ECS. This that approximately takes into account the remaining TOA ra-
approximation, termed the effective climate sensitivity and diative imbalance can also be estimated by applying Eq. (1).
denotedA Teg (1), is: We have estimated\ Trcr to be 1.39K andATrcRreff tO
AT(HR be 2.32K, and compared them with values calculated for
f . .
_— (1) CCSM4 by Bitz et al. (2012) (Table 1). While the approx-
Rt — AR() imate values for ECS were close to each other, the TCR
Assuming the same linear relationship betweefi() and for NorESM1-M is considerably smaller than for CCSM4.
AR(t), ATet should not depend on time. However, slow As discussed below, this feature of the TCR for NorESM1-
feedback processes, for example involving the deep ocearM can be related to the model’'s strong AMOC which con-
may cause changes to occur over decades and centurigésbutes to an efficient flux of heat into the oceans.
(Senior and Mitchell, 2000). Furthermore, chaotic fluctua- As documented by Bentsen et al. (2012), the average max-
tions in the climate response may lead to high-frequencyimum strength of the AMOC at 26 in piControl is
variations inA R(¢). Figure 1a shows results for bottir (1) 30.8Sv (Sv=10m3s1). Gentetal. (2011) reports the max-
(black dots for years 1-150) amii7es (red dots for years imum AMOC strength in CCSM4 to be above 24 Sv, which is
111-150), where we assurRe= 7.0 Wm2 as estimated by  also strong compared to many other models. Figure 1c shows
Kay et al. (2012). how AMOC responds to the abrupt (blue) and gradual (red)
The two approximations to ECS arkTeg(4 x COp) = CQO, increase in the model, and Fig. 1d shows, for the grad-
574K from the regression, with feedback parameterual 4x CO, experiment, that the deep ocean is particularly
A=1.101Wn2K™1 and ATef (4 x COp) =5.71K using  efficiently heated at high latitudes where dense water is cre-
Eqg. (1) with values averaged over the last 40 of the 150 yr ofated and sinks. While AMOC is reduced by 8-10 Sv over
the abrupt 4x CO, experiment (black cross in Fig. 1). The the first couple of decades and then remains almost constant
numbers in Table 1 are these divided by 2 since the effect ofn the abrupt experiment, the reduction is slower and almost
CO;, doubling are more standard in the literature (e.g., An-linear with time in the gradual experiment. Figure le and f
drews et al., 2012). Notice that the forcing approximated byshow the heat flux at different ocean depths averaged over
the regression (see Fig. 1a) is only 6.32 Whdlue to the fast  the entire globe and illustrates how efficient the net down-
adjustments during the first year of the integration. Further-ward radiative heat flux at the top of the model penetrates
more, slow deep-oceanic feedbacks may delay the responstownwards in the world oceans.
and, thus, render the linear regression inaccurate. For exam- By the time of CQ doubling, AMOC is reduced with
ple, a regression for years 1-76 yields a smaller approximaabout 3-5 Sv in the gradual experiment. The heat fluxes into
tion of the ECS (5.18 K), indicating that there may be slow the deep ocean shown in Fig. 1e and f reduce the fraction of
feedback mechanisms at work. Andrews et al. (2012) indi-the net heat flux at the top of the model that is available for
cate that short-wave radiative effects of clouds over oceangurther increase in surface temperatures, evaporation of water
may cause nhonlinearity over the first decades. and melting of ice. An efficient heat transport into the deep
As shown in Table 1, our approximate ECS estimatesoceans, thus, reduces the traditional measures of climate sen-
for doubled CQ are close, but slightly larger than Bitz et sitivity. It can be seen from Fig. 1f that a slab ocean model
al. (2012) obtained for CCSM4. For both NorESM1-M and with 200 m thickness of the mixed layer would require al-
CCSM4, the estimates & Treg are in close agreement with  most 50 yr spin-up to reach a quasi-equilibrium state for the
the estimated\ Te. In relation to the other 14 models stud- 4 x CO, climate. The transfer of heat into the deep ocean is
ied by Andrews et al. (2012) NorESM1-M is amongst the a much slower and spatially heterogeneous process.
least sensitive. Figure 1b and the numbers in Table 2 show Despite that AMOC is stronger in the experiment with
that clouds tend to stabilise the response as the long-wave regadual CQ-increase, the heat transport into the deep ocean
sponse is positive but small, and the short-wave response isiay appear more efficient in the abrupt experiment. This is

ATef(r) =
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Fig. 1. Aspects of climate sensitivity and gross feedback effects in NorESM1-M based on the experiments “ab@@4t"4and “gradual
4xCOy". (a) Model simulated change in yearly TOA net downward radiation (V@)ras a function of changed global surface air temperature
(K) (black dots) and effective temperature resporsEyf(n) (red dotsp = 111, ..., 150), for the abrupt 4 CO, experiment. The black line

is the linear regression with a slope= 1.101 wn2K-1 and intercepiA Treg(4 x COp) = 5.74 K with the x-axis. The black cross is the
average for the red dots with7ef(4 x COp) = 5.71 K. (b) Calculated changes in TOA long wave (blue), short wave (red) and net (black)
downward cloud radiation (sz), as a function of changed global surface air temperature for the absu@@ experiment. The slopes

of the linear regression lines are given in Tabléc2 The maximum AMOC (Sv) at 26°5N as a function of time for piControl (grey), abrupt

4 x COy (blue) and gradual 4 CO», (red).(d) Changed temperature zonally averaged for global oceans for the grad@D4 experiment

at the time of CQ doubling.(e) The global TOA radiation heat flux as a function of time in the gradualCO, experiment along with the
globally averaged downward flux of heat through depth levels in the world odgaBsime age), but for the abrupt 4 CO, experiment.

an artefact caused by the exponential increase in atmosphergradually decrease as AMOC steadily reduces its strength be-
CO (1% increase per year) starting from pre-industrial lev- fore stabilising at a smaller value. This is due to the heating
els. These annual forcing increments add to the TOA im-and freshening of the upper ocean layers at high latitudes.
balance, and the increments penetrate into the deep ocedrhis slow reduction of the deep ocean heating efficiency is
with a characteristic time which is influenced by the strengthdifferent from the abrupt experiment which establishes a new
of the AMOC. As the AMOC strength decreases gradu-quasi-stable AMOC already after a few decades. We hypoth-
ally, the downward heat transport at high latitudes also de-esise thatA Trcreft at the time of C@-doubling underesti-
creases. The deep ocean heating will, therefore, continue sewnates the true equilibrium temperature after,@fubling,

eral decades even without further gi@crease after the dou- due to this multi-decadal nonlinear contribution to the feed-
bling (when the TCR is estimated), but the efficiency will backs.
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The results from linear regressions between correspondingondensation nuclei (CCN) from the modelled distribution of
changes in selected variables characterising the global cliaerosol size and composition (Storelvmo et al., 2006).
mate and the change in surface air temperature for the abrupt Figure 2 shows the historic and future scenario develop-
4 x CO, experiment, are summarised in Tables 3 and 4.ments of the average global loadings of particulate sulphate,
Table 3 shows positive gross feedback factors for the hydroBC, and POM since 1850 as simulated by NorESM1-M.
climatic variables, i.e., how much they change with a unit Both natural and anthropogenic aerosols are included, but
(K) increase in temperature. The factor for global precipi- the major part of the long-term trends since 1850 are due
tation increase is equivalent to ca. 2.7 % which prob-  to anthropogenic activities involving fossil fuel combustion
ably is on the high side (e.g., Trenberth, 2011). The fac-and to some extent biomass burning. POM has a relatively
tor is about 6 times larger over the oceans than over contifarger fraction of natural aerosols because of biogenic emis-
nents, but almost all of the response over the ocean is dusions from oceans and from land vegetation. All the RCP
to recycling of oceanic evaporation. The slight surplus of scenarios, and RCP2.6 for BC in particular, peak during the
0.02x 10°km3 K1 for oceanic evaporation over precipita- first decades of the 21st century before decaying to slightly
tion equals the deficit over the continents. This number re-higher levels than in 1850 towards the end of the century.
sults from a small imbalance between terms that are severalhe globally averaged aerosol optical depth and the absorp-
orders of magnitude larger, and the implied uncertainty istion component both show the natural part in the historical
shown as an interval in Table 3. Nevertheless, based on thperiod. They include the contribution of stratospheric sul-
abrupt 4x CO, experiment, the model predicts a more in- phate from known explosive volcanoes since 1850, and the
tense water cycle with a small, but uncertain increase in thescattering effect of the volcanic aerosols is considerable for
atmospheric lifetime of water vapour with increased temper-1-3 yr in each case. This also demonstrates that the sustained
atures. impacts of the anthropogenic aerosols are due to the contin-
Corresponding factors for change in yearly mean sea-icaious replenishment from human activity. The decaying load-
volume and area in each of the hemispheres are given iings and optical depths in the 21st century, therefore, follow
Table 4. The sensitivity parameters are all negative and thémmediately from assumed changes in emissions. For most
sensitivity is considerably higher in the Arctic than in the greenhouse gases this is not the case, because of their long
Antarctic. In the Arctic, melting of sea-ice is in particular as- residence time in the earth system.
sociated with the surface albedo feedback effect, which also Figure 3 shows the calculated TOA long-wave, short-wave
involves changes in the snow cover. and net radiative imbalances in the period from 1850 to 2300.
While a negative trend is simulated for both the long-wave
and short-wave from 1850 to 1970, the net radiative flux has
4 Time trends of interactive forcing agents a trend close to zero. The trends become positive after ca.
1970 and increase for the future RCP scenarios. The net TOA
The only prescribed aerosol concentrations in the model arémbalance is ca. 0.6 Wnt by the first decade of the 21st
stratospheric sulphate from explosive volcanoes in the historeentury, but the year-to-year variations are substantial. The
ical period (Ammann et al., 2003). Other aerosol componentsffect of the change after 1970 is seen in the global mean
are calculated from prescribed emission data, or, for sea-salhear surface temperature and in the global precipitation rate.
from emissions calculated as a function of wind speed andBentsen et al. (2012) discuss the realism of this and other
ocean temperature. Kirkéag et al. (2013) present and eval- results for the historical period.
uate the aerosol module, including estimates of direct and
indirect aerosol forcing. We emphasise that a correct simu- ] ) ) ) ) )
lation of forcing of anthropogenic aerosols since 1850 de-> Historical single forcing simulations
pends on the amount and properties of th_e bgckground OLS an element in attributing climate change and variability
aerosols in 1850 of natural and anthropogenic (biomass burn-

. . o L .since 1850 to possible causes, a few selected single forc-
ing and early industrialisation) origins, as well as the associ-

ated cloud droplet properties (Hoose et al., 2009). It shoulc#r\]/g simulations are made as a part of the CMIPS protocol.

: . e have only run single realisations for each of these forc-
be noted that there were considerable anthropogenic aerosals ~ . . C 2 - ) "
INg simulations, which is insufficient to estimate statistical

already in 1850. In a few places, emissions from forest fires ignificance with respect to attribution of climate variations.

and also from natural secondary organics from areas thaI?-|owever they contribute to the multi-model ensemble in
used to be forested were larger in 1850. The model CalcmateEMlPS fér IPCC ARS. Here we discuss three such exper-

mass concentrations of sulphate, black carbon (BC) and par- u . .
. . L iments. In “GHG only”, all but the prescribed greenhouse
ticulate organic matter (POM) which includes the secondary . o
. . S . gas concentrations are kept constant at the 1850-level; in
organics (SOA), in addition to the major natural components; N . . i
4 . . “Aerosol only” all but aerosol emissions are as in 1850; and
sea-salt and mineral dust. The aerosols interact directly with

- . . L in “Natural forcing only”, only the natural contributions from
solar radiation, and a prognostic equation for the liquid water O . .
. . Lo solar activity and eruptive volcanoes are varied after 1850.
droplet number in stratiform clouds uses activation of cloud
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Fig. 2. Globally and annually averaged aerosol column burdens for

particulate organic matter (POM), particulate sulphate as 3{&Q

and black carbon (BC) (upper panel), aerosol optical depth (AOD) & >

(middle panel), and aerosol optical depth for absorption (AAOD) £ 2°

(lower panel) from 1850 onwards, calculated online in NorESM1- = 285

M. Curves for Historicl from 1850 to 2005 are black. For scenario 28 Precipitation rate

projections, green are RCP2.6 for 2005-2100, blue are RCP4.5 for 275La— e

2005-2300 (negligible variations after 2150), orange are RCP6.0 Time (yr)

for 2005-2100, and red are RCP8.5 for 2005—2100. The brown

curves are contributions to AOD and AAOD in Historicl by natu- Fig. 3. From the top panel and downwards, the figure shows the net

ral aerosols only, including prescribed stratospheric sulphate fronmglobal long-wave (positive upwards), short-wave (positive down-

explosive volcanoes. wards), and total (positive downwards) radiative flux at the top of
the atmosphere during the NorESM1-M simulations for 1850 to
2300. The next two panels show diagrams for the global surface

. . air temperature and average daily precipitation. Black: Historicl,
_Figure 4 shows results for surface air temperature and prégreen: RCP2.6, blue: RCP4.5, orange: RCP6.0, and red: RCP8.5.
cipitation in the individual forcing experiments. For temper-

ature it appears that the simulated warming since the 1970s

cannot be reproduced with natural forcing only. Furthermore patterns, but with opposite sign. Given that the spatial forc-

the greenhouse gases alone will lead to an exaggerated warrthg patterns of GHG and aerosols are very different, the sim-

ing estimate, while aerosols significantly dampen the warm-arity in the response pattern demonstrates that internal dy-
ing exerted by GHG. For global precipitation the picture is namics (Palmer, 1999; Branstator and Selten, 2009) and ge-
much less clear, and the regional variations in the simulateggraphically determined feedbacks (Boer and Yu, 2003) de-

precipitation changes are crucial. Even if the global trend intermine the nature of the climate response, rather than the
the annual precipitation is positive, there are considerable reforcing pattern itself. Kirkelig et al. (2008b) found similar

ductions in some continental regions. results with a model coupled to a slab ocean.
The maps in Fig. 4 show that regional responses to GHG

forcing and aerosol forcing have many similar geographical

m
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Fig. 4. NorESM1-M single forcing simulations of the historical period 1850—2005 and for the period 1976—-2005 compared to piControl.
Response in annual mean surface air temperature (left parels g) and average daily precipitation amounts (right pargld, f, h). The

graphs in the top panela &ndb) show global annual values from 1850 to 2005 for Historicl, 2, and 3 with full forcing (black), with natural
forcing only (green), GHG-forcing only (red), and aerosol-forcing only (blue). The maps in the six panels below show changes between
piControl and 1976-2005 for natural forcing ontygndd), GHG-forcing only € andf), and aerosol forcing onlyg(andh). White patches

indicate areas where changes are not significant at the 95 % confidence level (two-sided, Student t-test with respect to variance of annua

values in piControl).

Figure 4 also shows that there are only small and patchy There are important exceptions for the precipitation re-
regional changes of temperature and precipitation in the rursponse, however, which has the same sign for GHG forcing
with only natural forcing included. Even though regionally and aerosol forcing in some areas. This kind of apparent mu-
the changes are diagnosed as significant at 5% level comtual reinforcement may occur by chance due to internal vari-
pared to the unforced variance of annually averaged valuesbility, and firm conclusions based on single realisations of
the trends appear unsystematic, where positive and negativide experiment are not possible. To some extent, random re-
values are approximately equally likely. This contrasts with inforcements or cancellations can be checked by adding the
the systematic trends in the runs with GHG-forcing only andspatial response of each single forcing experiment and com-
aerosol-forcing only. pare this sum with the response of a single experiment that

employs the sum of the two forcing components. In areas
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where the two fields differ considerably, chaotic internal vari- Lohmann (2002), Kristjansson et al. (2005), and Kidkget
ations may dominate over systematic mutual reinforcementsl. (2008b) using slab ocean models. The reduced and dis-
or cancellations. Since random patterns in the two singleplaced Hadley circulation caused by anthropogenic aerosols
forcing experiments may also behave similarly by chancemay lead to partial reinforcements of the considerably more
however, a more confident conclusion requires several ensymmetric strengthening caused by the GHG.
semble members. Since aerosols predominantly influence solar radiation,
The maps in Fig. 5 show the added annual precipitation rethe asymmetric response is particularly pronounced during
sponses of the GHG-only and the aerosol-only (c) and its difthe NH summer. This can be seen by comparing Fig. 5a
ference from the total response in the Historicl run (d). Theand b. The subtropical drying appears more pronounced in
difference in Fig. 5d is influenced by chaotic internal vari- the Northern Hemisphere than in the Southern, while the
ability as well as impacts of minor forcing agents originating moistening of the tropics is more pronounced in the south-
from volcanic eruptions, and changes in solar activity andern flank of the ITCZ. As discussed in the companion paper
surface albedo due to changed land cover. Amongst thesdsy Bentsen et al. (2012), we relate the effects of aerosols
only the impacts of the sum of volcanoes and solar activ-to an improved precipitation pattern in NorESM1-M with a
ity (natural forcing) are investigated in separate CMIP5-runsreduced split of the ITCZ over low latitudes in the Pacific
for the historic period, and the sum of the response to thoseQcean compared to CCSM4 (Gent et al., 2011).
GHG-only, and aerosols-only are shown in Fig. 5e, whilst
Flg 5f show the difference between that sum and HiStOriCl.G Climate projections based on RCP-scenarios
The minor differences between Fig. 5d and f indicate that the ] o ]
differences in (d) are dominated by the sum of the responsd? accordance with the timing of the prescribed develop-
to land cover driven surface albedo changes and unforced, ifh€nts of concentrations and emissions in the RCP-scenarios,
ternal variability (chaos) and not by a response to the naturajh€ first ensemble member of the historical period is ex-
forcing. Unfortunately, we cannot quantify how large frac- tended with 4 climate projections to year 2100_. RCPA4.5 is,
tion of this is pure chaotic variability. furthgrmore, extended to year 23(_)0. Results discussed here
Any trend signals that, according to colours in Fig. 5¢, may &€ given in Tables 5 and 6, and Figs. 6-10.
exist in areas that are not_ white in Fi_g. _5_d are likely tobeg 1 gy rface temperatures and sea-ice
partly or fully masked by internal variability or land-cover
induced albedo changes. On the other hand, areas which afdgure 6 shows calculated surface air temperatures at refer-
white in both (c) and (d) probably experience systematicallyence height relative to the mean 1850-1899 averaged both
vanishing trends, for example due to cancellation betweerglobally and over the polar region north ofgS. By the end
the effects of GHG and aerosols. Systematic non-zero trendsf the 21st century, the global mean ranges from ca. +1.2K
are indicated where areas are coloured in (c) but white in (d)for RCP2.6 to ca. +4.0K for RCP8.5 and the polar region
or the coloured values in (d) are considerably smaller tharmean from ca. +3.5K to 9.7 K, with a notable downward
those in (c). trend for RCP2.6. The global numbers in Table 5 are smaller
Based on this, the NorESM1-M results indicate signif- as they represent changes for two 30-yr periods separated by
icant increases in extra-tropical precipitation over oceans95yr (1976—-2005 to 2071-2100).
whilst precipitation in sub-tropical areas and in some north- The year-to-year variability is also considerably larger for
ern hemispheric continental temperate regions is reduced. Ithe NH polar region than globally. The signal-to-noise ratio
the tropics, vanishing precipitation trends dominate excepis not quantified, but itis smaller in the polar region due to the
for a few regions to the south (Africa and Oceania), wherelarge natural variability in the region (Bentsen et al., 2012).
trends are positive. Together with the fact that NorESM1-M underestimates the
The impact of GHG forcing on the tropical and subtropical observed trends north of 68, this hampers a firm conclu-
precipitation patterns shown in Fig. 4 (right middle panel) re- sion concerning the quality of modelled climate trends in the
lates to an intensified Hadley circulation with increased pre-Arctic.
cipitation close to the equator and reduced in the adjacent Figure 7 shows a comparison of NorESM1-M surface air
subtropics in both hemispheres. The changes over oceartemperature relative to the 1850-1899 average, with statistics
west of South America and Africa are not statistically sig- from 15 CMIP5 models (one being NorESM1-M, Andrews
nificant at the 5% level. There are also extended dry zonegt al., 2012). The selected results are for the RCP2.6 and
towards the middle latitudes. Whilst the impacts of aerosolsRCP8.5 scenarios and are global means (left) and averages
in general tend to counteract the GHG-driven changes at lovover land areas (right). NorESM1-M values are within one
latitudes (Fig. 4 lower right panel), the larger cooling by standard deviation away from the multi-model mean, but per-
anthropogenic aerosols in the Northern than in the Southsistently lower than the average. This is in accordance with
ern Hemisphere leads to a southward displacement of théhe relatively small climate sensitivity found in Sect. 3. A full
Hadley cell and the associated strong precipitation in theexplanation will require a separate study of the properties of
ITCZ. This result was reported, for example, by Rotstayn andall the models. Candidate explanations should for example
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Fig. 5. Model simulated change in average daily precipitation during 1976—2005 relative to piControl for the historical forcing experiments
“GHG only” and “aerosol only”. Upper panels: zonally averaged changes in daily precipitation amounts for December-January-February
(a) and June-July-Augugb). Red: GHG only; black: aerosol only. Lower panels: the sum of the annual changes in the GHG only and
the aerosol only experimen(s); the difference between the sum(c) and the total changes in the Historicl experim@)t the sum of

the annual changes in the GHG only, the aerosol only, and the natural only experfe)etits difference between the sum() and the

total changes in the Historicl experimdfjt White patches indicate areas where changes are not significant at the 95 % confidence level
(two-sided, Student t-test with respect to variance of annual values in piControl). Units are mhrinayl panels.

take into account that not all the CMIP5-models include the(Wallace et al., 1996), caused by the low heat capacity of the
negative forcing contributions from both the direct and the in- continents compared to the oceans where heat is mixed in
direct aerosol effect which NorESM1-M does. Furthermore,deep water masses.

NorESM's gross cloud radiative feedback is negative, and The geographical distribution of the simulated annual tem-
the model’s strong AMOC may transfer heat into the deepperature changes for 2071-2100 relative to 1976—2005 for
oceans more efficiently than many other models. Figure 7/RCP2.6 and RCP8.5 are given in Fig. 8a and b. The tem-
also shows that both the inter-model spread and the size gberature increase is considerably larger in RCP8.5 than for
the warming are considerably larger over land than globally,RCP2.6. The patterns of COWL and the Arctic amplification

a feature which is also seen when comparing the changes iare seen for both scenarios. The Arctic sea-ice extent is also
SST to those of global temperatures in Table 5. The simulateghrojected to decrease by 2100 for all scenarios (see Fig. 9c).
SST changes account for 55-60 % of the changes in globarhe reduction is particularly large for the annual minimum
surface air temperatures. This is well known, e.g., from IPCCsea-ice extent in the Arctic. The Arctic sea-ice in Septem-
reports (Trenberth et al., 2007). It can be attributed as aer has almost disappeared by ca. 2100 for the RCP8.5 sce-
manifestation of the cold-ocean warm-land (COWL) patternnario. For the other scenario projections, some sea-ice always
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Table 5. Simulated changes in selected global annual data with NorESM1-M from the period 1976—-2005 (Historic1) to 2071-2100 based on
the four projected representative concentration pathways (RCP) scenarios. The hydro-climatic quantities marked wWittaeestatitnated

using the fact thaEgogaL = PgLosaL in the model. The rightmost columns contain total values simulated for 1976—2005 (Historicl),
and the difference between this and piControl.

RCP8.5— RCP6.0- RCP45- RCP2.6- Historicl Historicl —
Historicl  Historicl  Historicl  Historicl  1976-2005 piControl

Tom/K +3.07 +1.86 +1.65 +0.94 286.78 +0.50
SSTIK +1.76 +1.06 +0.95 +0.59 282.92 +0.34
AREAgealcd10f km? —6.24 —3.48 —2.97 —-1.43 20.76 —~1.14
PcLoBAL /1000 knPyr—1 +27 +17 +17 +12 521 0
EoceaNS1000 kndyr—1 +25 +15 +14 +10 442 +1
(E-P)oceang1000kmiyr—1  +8 +4 +2 +1 43 +1
P3ceang/ 1000 kP yr—1 +17 +11 +12 +9 399 0
PFanp /1000 ki yr—1 +10 +6 +5 +3 122 0

E{ anp /1000 kn? yr—1 +2 +2 +3 +2 79 -1

Table 6. Simulated changes in annual total precipitatioh fnm yr—1) and annual total runoff§, mmyr—1) with NorESM1-M in Europe,

Northern Europe, and the Mediterranean region, from the period 1976—2005 (Historicl) to 2071-2100 based on the four projected repre-
sentative concentration pathways (RCP) scenarios. The rightmost columns contain total values simulated for 1976—2005 (Historicl), and the
difference between this and piControl.

RCP85—- RCP6.0— RCP45- RCP2.6- Historicl Historicl —
Historicl  Historicl  Historicl  Historicl  1976-2005 piControl

Europe Peur/mmyr—1 +32.3 +12.0 +25.5 +42.1 862.1 —198
Reur/mmyr—1 —118 —16.5 —10.1 +5.7 316.4 -2.0
North Pn-eur/mmyrl  +81.9 +61.2 +53.5 +18.9 723.1 +43.3
Europe RN-Eyr/mm yr*l +24.1 +21.8 +11.6 —-10.3 468.4 +40.6
Mediterranean Pyep/mm yr*1 —79.7 —36.3 -5.8 +20.6 611.5 —-411
region Ryep/mm yr*l —-253 —-122 -3.6 +3.9 90.3 —-9.77

remains. The response in the Southern Hemisphere is con-
siderably smaller. The simulated response from 1976—2005
to 2071-2100 in the total global and annual mean sea-ice
area is given for each RCP scenario in the bottom row in Ta-
ble 5. In relative numbers the reduction varies from ca. 7%
(RCP2.6) to ca. 30% (RCP8.5).

—_
o

o

[}

6.2 Precipitation

Temperature anomaly (°C)
NN

The climatology of precipitation and dry spells has strong
impacts on the natural environment as well as human soci-
ety. Changes in annual total amounts as well as the inten- 2
sity of precipitation events are important in this connection.

As discussed by Bentsen et al. (2012) NorESM1-M overes-ig. 6. Model simulated development from 1850 to 2100 in surface
timates the global precipitation by the end of the 20th cen-air temperature relative to the 1850—-1899 average for Historic1 until
tury by ca. 0.14 mmd! [(2.81-2.67) mmd'] compared to 2005 followed by a range defined by the four RCP scenario projec-
the GPCP data (Adler et al., 2003), where the overestimations. Blue: global data, red: the NH polar area north ¢f§5The
tions are particularly pronounced in the tropics. However,diagram can be compared with Fig. 25 in Bentsen et al. (2012).
Trenberth (2011) mentions that GPCP values may underesti-

mate warm rain in the extra-tropics and refers to increased

o
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estimates of 5% over the ocean. NOrESM1-M also has a o fysipommrtostms erpy——
slightly too intense hydrological cycle, since oceanic evap- °] ¥
oration is about 4% larger than estimates from synthesizedaj:

observational data (Trenberth et al., 2011). Opposed to manyZ, | [ ] [
other global climate models with too fast recycling of water g e g | M
vapour, NorESM1-M slightly overestimates the atmospheric §;§ RN INT IO IO IO OO IO IO IONOE IO OO0 OOt OO
residence time of oceanic water vapour, and the atmospheri(g , 177 ¢ [ JReres endeny
transfer of water vapour from ocean to land is overesti- ‘g s -

mated by about 8% compared to the estimate of Trenberthg “1 ]
etal. (2011). e ‘]

Figure 8 shows projections of relative change (%) inan- {1 s
nual precipitation amounts by 20712100 relative to 1976~ 0 e 1900 1525 1650 1575 2000 2025 205 2075 2100850 1675 1900 1925 1950 1975 2000 2025 2050 2075 2100
2005 for the extreme scenarios RCP2.6 and RCP8.5. In gerkig. 7. Model calculated annual surface air temperature anomalies
eral the patterns are the same, but RCP8.5 has larger anomgdative to the 1850-1899 average for RCP2.6 (upper panels) and
lies. Some increases occur over arid regions giving very largeRCP8.5 (lower panels), averaged globally (left panels) and over
relative changes, for example, over central parts of northerriand areas (right panels). Black lines: NorESM1-M; blue and red
Africa. Otherwise, there are strong increases over the tropicalines: ensemble mean over 15 other models contributing to CMIPS5,
Pacific Ocean paired with strong decreases in the subtropicgrey shading: one standard deviation on each side of the ensemble
There is also reduced precipitation in the Mediterranean reMean; blue and red shading: range defined by max and min values
gion and in southern parts of North America. Otherwise there?M0ngst the 15 models.
are mainly precipitation increases, including the polar lati-
tudes in both hemispheres. Many of these features are more
pronounced in the seasonal maps for RCP8.5. Drying in thdNorESM1-M future climate change scenarios there is an in-
northern hemispheric continents is more pronounced in NHcrease in both the precipitation intensity and space-time frac-
summer, whilst in the NH winter the precipitation increase is tion of dry spells. Such effects were deduced for a warmer
more ubiquitous. climate by Trenberth et al. (2003) and further elaborated by
Figure 9a and b show the simulated time development offrenberth (2011). The relevance of dry spells in diagnosing
the difference between evaporation and precipitation®)  the intensity of the hydrological cycle was thoroughly dis-
and evaporationK) integrated over the global oceans. The cussed and analysed by Giorgi et al. (2011).
oceanicE-P is the net water vapour transported from ocean Table 6 analyses the possible future situation in Europe
to land in the atmosphere, while the oceadids a mea- for the RCP scenarios. The table clearly shows that the
sure of the intensity of the hydrological cycle. Both quan- NorESM1-M simulations produce a striking difference be-
tities increase in the simulations of the RCP scenarios. Théween increased precipitation in Northern Europe and more
budget changes in Table 5 indicate that all gross quantitiesgiry conditions in Southern Europe towards 2100. According
except for one, increase with the size of the forcing by 2071-to the simulations in Historicl, such a development may al-
2100 compared to 1976-2005. The global annual precipitaready have occurred.
tion amounts increase by 2.3-5.2 %, the oceanic evaporation
by 2.3-4.5 %, the net atmospheric transfer from ocean to lané.3 AMOC and ocean temperatures
by 2—-18 %, and the precipitation on land by 2.5-8.2 %, where
the low numbers are for RCP2.6 and the high for RCP8.5. We have already discussed the possible regulating role of the
The quantity that does not increase is evaporation fromAMOC for the impacts of radiative forcing on near surface
land which, thus, in practice is preserved while both the netair temperature, SST, surface evaporation and melting of sea-
flux of vapour from ocean to land and the precipitation overice. This 3-D current is regarded as a part of the global ocean
land increase. Evaporation from the land surface is stronglyconveyer belt. A common view is that the upward closing
influenced by direct water availability in the upper soil and by branch is a large scale balance between upwelling and di-
plant transpiration which provides access to water in deepeapycnal mixing (e.g., Munk and Wunsch, 1998). AMOC is
soil layers. Both these would normally be expected to in-driven by wind stress and by thermohaline forcing. The lat-
crease with increased precipitation. Since the model doeger occurs when cold and saline water is produced at high
not predict this to happen for the total land evaporation, thelatitudes and becomes negatively buoyant and sinks.
soil is being allowed to dry out more by either having longer  Under anthropogenic climate change, increased precipita-
dry spells between precipitation events or by increasing thdion and melting of the cryosphere may stabilise the vertical
spatial scale of dry sub-regions. In both cases, the averageater column at high latitudes and lead to a reduced AMOC
intensity of precipitation over land must increase, since the(e.g., Hofmann and Rahmstorf, 2009). We have already seen
predicted precipitation increase will take place over smallerthat NorESM1-M simulates increased precipitation in the
fractions of space or time. Thus, we can hypothesize that imorthern North Atlantic Ocean and reduced precipitation in
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Fig. 8. Model simulated change in mean surface air temperaturéa(ij) and percentage change in precipitatfond, e, f)from 1976—2005
to 2071-2100. Annual averages for RCPZAa&(dc) and for RCP8.5K{ andd); RCP8.5 precipitation fofe) Dec-Jan-Feb an(f) Jun-Jul-
Aug.

the subtropics under RCP scenarios (Fig. 8). Observationahveraged time series, two of the historical members end at an
studies indicate that surface water has become fresher in aAMOC strength near the minimum value encountered during
eas relevant for deep water formation already during the rethe whole piControl integration.
cent decades (Curry and Mauritzen, 2005). A slower AMOC The reduction seen in the RCP experiments is considerably
may be associated with reduced poleward transport of hedarger than the trend and variability of the piControl. When
in the upper ocean and cause colder climate regionally ovecomparing the mean AMOC strength of the years 2091-2100
the northern North Atlantic Ocean, the Arctic, and in North- in the scenario experiments to the mean strength of the con-
west Europe. Persistent wind stress in the storm-track regionsol, the reductions are 3.6 Sv for RCP2.6, 5.1 Sv for RCP4.5,
combined with increased subtropical surface salinity may5.6 Sv for RCP6.0, and 9.9 Sv for RCP8.5. The relative re-
compensate if more saline water is transported northwardsluctions are, thus, approximately 12 %, 17 %, 18 %, and
by the surface wind driven currents (Bethke et al., 2006). 32 %, respectively. In the SRES A1B scenario experiment of
Figure 10 (upper panel) shows the time series of maxi-16 models participating in CMIP3, Schneider et al. (2007)
mum AMOC strength at 265N in the NorESM1-M runs  found a mean reduction of maximum AMOC strength at
piControl, Historicl, 2 and 3, and the 4 RCP scenarios. The30° N of about 4 Sv from year 2000 to 2100. This amounts to
piControl time series has a mean value of 30.8 Sv and a smakln average decline of about 25 %. The SRES A1B scenario is
but significant (p-value: 0.01) linear trend of-0.6 Sv over  closest to the RCP6.0 scenario in terms of estimated radiative
500yr (Bentsen et al., 2012). The historical experiments ddorcing towards year 2100 (Houghton et al., 2001; van Vu-
not deviate significantly from the long-term evolution of the uren et al., 2011). The NorESM1-M simulation based on the
piControl experiment, which shows considerable amplitudesRCP4.5 scenario, which was extended to year 2300 with con-
due to unforced internal variability. However, they all show a stant aerosol emissions and greenhouse gas concentrations
decreasing AMOC strength after about 1980. In the moving
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after year 2100, shows a rather stable AMOC strength of 25— Global yearly E-P over ocean
26 Sv after year 2100. = Fereensembie| @

The zonal mean temperature change for years 2071-2100 ~||= ree
of NorESM1-M RCP8.5 compared to corresponding years of 48| acras

the piControl experiment is shown in the two bottom panels >4

in Fig. 10. In the upper 200 m, the warming is in excess of 2K a4 Al (}p\

most places except where sea-ice is present and constrains 4ZWWM
the temperature at the freezing temperature. The warming is

in general reduced with depth, and below 3000 m the warm- ~ *°
ing signal is weak, particularly in the global average shown 3350 1900 1950 2000 2050 2100 2150 2200 2250 2300
in the right panel of Fig. 10. At high latitudes, the warm-  a70—=—=—3"°02l YeaTly evaporation over ocean
ing penetrates deeper. A generally stronger warming signal 5| = Historicensemoie b

= RCP2.6

is seen for the Atlantic Ocean in the left panel of Fig. 10 asoll— RCras
compared to the global ocean. Also, for the Atlantic Ocean, e 7
the upper ocean temperature increase is efficiently commu- + ***

nicated to the ocean interior at high latitudes. g 450

The overturning circulation of the Atlantic seems to carry  ass y
a warming signal southward in the Atlantic at 2000—-3000 m 440W\/~W
depth. Given that AMOC strength is reduced by a third by

2100, further penetration of heat to the deep ocean will #4850 1900 NH March and Septamber mean s6a ice-oxtent -0 2200
be considerably reduced, although it will remain strong in
this model. A larger fraction of the greenhouse gas heating
in the RCP8.5 scenario will nevertheless remain in the at-
mosphere and contribute to enhance the globally averaged
surface warming. However, a considerably reduced heating
(possibly cooling) may occur regionally at high latitudes ad-
jacent to where the negatively buoyant water normally is
formed in the Atlantic Ocean. In order to study such conse-
quences, the RCP8.5-based simulation should be prolonged. g

3 . 1850 1900 1950 2000 2050 2100 2150 2200 2250 2300
Some caution should also be taken with regard to these re- SH September and March mean sea ice extent
sults since NorESM1-M probably overestimate the strength Iy
of AMOC in the first place.

1000km® /yr

Extent in 10° km?

— Historic ensemble
= NSIDC (1979-2011)
4l — Rrcp26

—— Historic ensemble
=== NSIDC (1979-2011)
— RCP2.6

RCP4.5 d
— RCP6.0
— RCP8.5

7 Changes in regional flow patterns

Extent in 10° km?

The climate of the mid-latitudes is closely linked to large-
scale cyclones that develop and propagate in the westerly
jet-stream systems. In particular, extreme precipitation and
flooding are linked to storminess and transport in the asso-
ciated warm conveyor belt (Stohl et al., 2008; Gimeno et al.,Fig. 9. Decadal moving average annual evaporation minus precip-
2011). Extra-tropical cyclones are also important vehicles foritation (a) and evaporatiorfb) from the oceans, and the northern
the atmospheric meridional transport of heat, humidity and(c) and southern hemispherid) March and September sea-ice ex-
momentum between the low and high latitudes, as well agent during the NorESM1-M simulations for 1850 to 2300. Black in
the maintenance of the jet-streams themselves (e.g., Bratsetf®) @1d(b) and blue in(c) and(d): the piControl, red: 1850-2005

2001, 2003). Absence of cyclones associated with persis_Hlstoricl, 2, and 3; dark green: RCP2.6 2005-2100; light green:
tent blocking events is likewise important for the occurrenceRCPA"5 2005-2300; magenta: RCP 6.0 2005-2100; cyan: RCP8.5

2005-2100. Black -i tent timat:
of droughts. Furthermore, the changed occurrence of flovvr 005-2100. Black curves fg) and(d) are sea-ice extents estimated

A o . om observations (NSIDC, Fetterer et al., 2009).
regimes or prevalent intrinsic weather modes can be clalmeJ
to be a regional manifestation of global climate change (Corti
et al., 1999; Branstator and Selten, 2009). In this section, we7 1 NH storminess
address these aspects of the NorESM1-M simulation results,”
emphasising the Northern Hemisphere (NH) and ENSO.

1850 1900 1950 2000 2050 2100 2150 2200 2250 2300

The climatological storminess in the Northern Hemisphere
(NH) extra-tropics simulated with NorESM1-M is diagnosed
using the standard deviation of 2.5-6 days band-pass filtered
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Fig. 11.Diagnosis of NH extra-tropical storminess in NorESM1-M simulations of 1976-2005 (Historic1) by applying a band-pass frequency
filter, emphasising periods from 2.5 to 6 days, to the 500 hPa geopotential height (left). The middle panel shows bias error when compared to
the ERA40 reanalysis data for 1976—2002 (Uppala et al., 2005), and the right panel shows the corresponding bias for the period 1979-2005
of the AMIP simulations with NorESM1-M run without coupling to the ocean model, but with SST-fields prescribed from observations.

500 hPa geopotential height. The band-pass filter is the samihe NH storm tracks are well simulated, although the ampli-
as used by Blackmon (1976), which has been shown to retaitude of the band-pass filtered variability overall are slightly
baroclinic waves consistent with theoretical and modellingtoo weak. Note that this amplitude bias is significantly re-
studies (e.g., Chang et al., 2002 and references therein). Aduced for the AMIP run of the NorESM1-M model with pre-
though this field represents baroclinic wave activity we will scribed SSTs based on observations. Parts of the bias in the
refer to it here as a measure of storm track activity. Figure 11fully coupled NorESM1-M can, thus, be attributed to system-
shows the annual mean storm tracks for the NorESM1-Matic errors in the simulated SST field. Another notable bias is
historical simulation compared to the ERA-40 reanalysisfound over the North-Atlantic Ocean where the storm track
(Uppala et al., 2005). Many of the main characteristics ofis too zonal and lacks the characteristic poleward tilt in the
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ERA-40 data. This bias is very similar to that reported for the : ; e N

&

CAM3 model (Hurrell et al., 2006), and the bias appears to|’
be intrinsic to the atmospheric model component, since it is.
virtually unchanged in the AMIP run of the NorESM1-M. ;
Figure 12 shows the projected changes for 2071-210¢:
compared to 1976—2005 for the RCP8.5 scenario. The annug, 3
mean change is dominated by a slight general weakening{@z"
of the band-pass filtered variability except over the northern;
North-Atlantic Ocean where a poleward shift in the stormi-
ness is apparent. This poleward shift is prominent mainly] .- . ol Lt
during summer and autumn. Although the shift is statisti- EEESSET— —“TSum—. [ T
cally significant at the 5% level relative to the variational
spread in the time series, Fig. 12 also includes the spreaffig- 12.NorESM1-M simulated change from 1976-2002 to 2071~
between the 3 historical NorESM1-M simulations for the pe- 2100 in NH extra-tropical storminess, diagnosed as described in
riod 1976-2005. This sample is of course too small to ad-F'9- 11, using the RCP8.5 projection scenario (left). Colours in-
equately represent the model’s internal variability as an en-dlcate significant changes on t.he. 95.% confldenge level. The right
) . panel shows the standard deviation in the storminess amongst the
semble, but the amp“tUd? of the poleward shift as well asth ee ensemble-members Historic1-3 for 1976-2005, revealing that
th? more general weakening can, at .leaSt’ t_)e se_en to exce significant changes diagnosed in the left panel are considerably
this ensemble spread. A poleward shift of mid-latitude StorMyarger for the main maxima.
tracks has also been diagnosed in many other climate model
simulations as a response to anthropogenic greenhouse-gas
forcing (e.g., Yin, 2005).

given month is calculated as the climatological 3-month av-
erage centred on that month.

Figure 13 shows the seasonal blocking frequency for the
NorESM1-M Historicl simulation for 1976—2005 compared
Whilst storminess is associated with frequent occurrenceao the ERA-40 reanalysis for 1979-2002. The variable lati-
of precipitation and possibly flooding, the blocking phe- tude “vTM”index is shown. For all seasons the model largely
nomenon is closely connected with persistent anticyclonesfails to adequately simulate blocking over the North-Atlantic
which tend to suppress precipitation at mid-latitudes for pe-Ocean and western Europe in NH winter and spring. This
riods of up to several weeks. Incidents of extensive droughtss consistent with the too zonal propagation of storms in
can be associated with blocking, and the ability of climatethis sector (Fig. 11). This common deficiency amongst cli-
models to simulate and project the climatic occurrence ofmate models (e.g., D’Andrea et al., 1998) may be partly at-
droughts at mid-latitudes will be influenced by their ability to tributed to the coarse resolution, as the investigation of Jung
simulate blocking. Many blockings will also include a cold etal. (2012) suggests that around 40 km resolution is needed.
cyclone with low static stability and heavy convective storms. Matsueda et al. (2009) even found that a horizontal resolution

To diagnose atmospheric blocking, we use the index origi-of 20 km was required to accurately simulate the frequency
nally proposed by Lejgis and @kland (1983) and later modi- of Euro-Atlantic blocking, and that higher resolution gener-
fied by Tibaldi and Molteni (1990) (TM). The TM index uses ally improves the representation in this sector. Further to the
a persistent reversal of the gradient of the 500 hPa geopotereast, over the Eurasian continent, blocking is better simulated
tial height around a central latitude (58) as an indicator of  but exaggerated. Similar results are seen when blocking is
blocked flow. The central latitude is allowed to vary by ap- defined at 50N fixed latitude, although the bias is smaller
proximately 3.8 (2 grid points in the NorESM) to include in spring (not shown). For blocking in the NH summer and
small latitudinal shifts in the block. The blocks were further fall, the Euro-Atlantic blocking is better reproduced, but still
required to last for at least 5 days and be present atcos- underestimated.
secutive longitudes. Over the Pacific Ocean the simulated blocking frequency

Pelly and Hoskins (2003) have shown that a fixed centralis closer to the observed, which is consistent with the con-
blocking latitude suitable for detecting blocks over the North clusion by Matsueda et al. (2009) that the required horizontal
Atlantic leads to spurious detection over the North Pacific.resolution is coarser in the Pacific sector than in the Atlantic.
We, therefore, also calculate a “vTM” index where the cen- It should be noted that there is some evidence that blocking
tral latitude varies with the longitude of the climatological deficits also can be reduced, even with relatively coarse res-
storm track. The central latitude is defined as the maximunolution, by improving the SST field and reducing the time
of the standard deviation of the 2.5—6 days band-pass filteredhean bias in the westerlies (Scaife et al., 2011).
geopotential height anomalies at 500 hPa. To account for the The projected changes in blocking frequency during
seasonal cycle of the storminess, the central latitude for £2071-2100 for the RCP8.5 scenario compared to 1976—2005

7.2 NH blocking
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Seasonal blocking frequency (vTM index)
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Fig. 13.Northern hemispheric seasonal blocking statistics for the Tibaldi and Molteni (1990) (vTM) index diagnosed relative to the latitudes
of the seasonally averaged position of the westerlies (Pelly and Hoskins, 2002). Left panels are for the simulated NorESM1-M Historicl for
1976-2005 compared to ERA40 statistics for 1976—2002, and right panels are projections for 2071-2100 with the RCP8.5 scenario comparec
to the period 1976—2005 (Historic1) with NorESM1-M. Dots signify longitudes where differences are significant at the 95 % confidence level.

are shown in Fig. 13. Using again the “vTM” index an in-  To calculate the EOFs (see e.g., Bjgrnsson and Vene-
creased blocking frequency is apparent for the sector O-gas, 1997; Hannachi et al., 2007; Monahan et al., 2009)
100 E for the summer months as well as in the sector 0-the anomalies for each historical ensemble member are de-
4 E during spring. We emphasise, however, that since therérended by calculating deviations from a 5yr moving aver-
are large systematic biases in blocking frequency for theage, and a common seasonal cycle for the simulated 1976—
same sectors, these projections must be interpreted with gre2005 period estimated by subtracting separate averages for
caution. The projected changes diagnosed using the indegach month (% 30 values are averaged per month). The
with fixed 5@ N latitude (not shown), show considerably EOFs, thus, represent spatial structures of the 500 hPa geopo-
smaller changes than “vTM”, which may be due to the si- tential height fields associated with non-seasonal variations
multaneous pole-ward shift in the position of the westerly up to a few years, similar to the analysis of Corti et al. (1999)
air currents. This contradicts the use of fixed latitudes forwhich was further extended by Molteni et al. (2006), based
the blocking index. Such sensitivity to choice of index has on NCEP re-analysis data (Kalnay et al., 1996).

also been reported by Barnes et al. (2012), and adds to the The detrended, non-seasonal monthly anomalies are for-
uncertainties connected with blocking simulation in climate mally organised into a matri&, where the rows are the
models. The projected increase in blocking frequency can b& x 30 x 4 spatial anomaly patterns and the columns are
linked to the reduced precipitation in the region except forthe monthly values of the anomaly in each point in space.

Northern Europe. The EOFs are the eigenvectors (w.r.t. the standard Euclid-
_ ian inner product) of the covariance matr®=ATA, i.e.,
7.3 NH EOF-analysis CR = R”T A, whereA is the diagonal matrix containing the

eigenvalues); of C. The column vectors iR are the mu-

In order to describe the quy frequency variability in the tually orthogonal eigenvectomf; of C. Each eigenvalue
NorESM1-M, an EOF (empirical orthogonal function) anal- (045 res the fraction of the total variance that the corre-

ysis has been applied to monthly mean 500 hPa geopotentiabdponding EOF pattern accounts for.

height anomalies during extended winter seasons (DJFM) " he associated principal components (PC) are time-series
from 1976 to 2005, where the DIJFM-months define the yearys iheo projections oA\ onto the EOFsPC; = AT - eof;. In

associated with each season. The three historical ensemblgyqition to calculating the PCs for the three historical simu-
members for the mentioned period define the climatology|ations for the DIFM-winters 19762005, the time-series of

about which the anomalies are calculated. the projections of the non-detrended anomaly data on each
EOF have been estimated for the GHG only (GHG), aerosol
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only (AER), and natural forcing only (NAT), as well as the  EOF1 NorESM1-M 22.77 % EOF2 NorESM1-M 15.27 %
projected scenario RCP8.5. Note that all anomalies are calcu- 1 T~ NorESM
lated w.r.t. the 1976-2005 climatology for the three historical
ensemble members before projection onto the EOFs.

One reason for using EOF-based flow regime analysis in
the context of climate change, is that internal dynamics in
the climate system may determine the patterns of climate
response to external forcing rather than the structure of the
forcing itself (Palmer, 1999; Branstator and Selten, 2009;
Iversen et al., 2009), although this view needs to be extendec Eor3 NorEsM1-M 8.91 %

to account for local internal feedbacks in the climate system, 3

which can be particularly strong in connection with Arctic
snow and sea-ice (Boer and Yu, 2003).

The obtained projections onto selected EOFs for scenaria
simulations can, therefore, be directly compared with the PCs)
of the three historical ensemble members. If systematic dif-
ferences are found, these can potentially be attributed to the
differences in external conditions, whilst differences between
the historical ensemble members’ PCs will reflect internal EOF1 NCEP 17.39 %
variability. At present, we have not estimated any probability 1
density functions for projection coefficients; a method whose
validity is under some discussion (Stephenson et al., 2004,/
Molteni et al., 2006).

The validity of potential results described above will not |
be convincing if the EOFs for the modelled fields differ con-
siderably from “observed” EOFs from re-analysis data (e.g.,
Corti et al., 2003). One additional purpose of an analysis like
this is, therefore, to investigate to what extent selected atmo-
spheric flow regime patterns are reproduced in NorESM1-M.Fig- 14. First and second rows show the 500-hPa-geopotential
Hence, we have also calculated EOFs to the NCEP reanalys@e'ght associated with the 4 leading EOF-vectors for detrended,

. — monthly average anomalies of the 500 hPa geopotential height for
data for the same extended winter seasons of 1976-2005, | ecember—March over the years 1976—2005, based on the three en-

the same way as was done by qutl etal. (1999) and I\/I()Itengemble members (Historicl, 2, and 3) simulated with NorESM1-M.
et a!. (2006), but for a shorter period. ) . Seasonal variations are removed by calculating anomalies relative
Figure 14 ShOWS the 500 hPa geopotential height patterfy the 30-yr average for each month, while trends are removed by
for the 4 leading EOFs from the de-trended monthly datasubtracting the 5-yr moving average. The third row shows the cor-
for the three ensemble members of the historical simularesponding maps of the 2 leading eof-vectors calculated in the same
tions with NorESM1-M. Each EOF is scaled to represent oneway for the same 30 yr using the NCEP re-analysis data (Kalnay et
standard deviation of its principal component. They are thergl., 1996).
compared to the two leading EOFs calculated in the same
way for the reanalysis data from NCEP for the same 30 win-
ters (Kalnay et al., 1996). The first EOF for both the reanal-With the cold-ocean-warm-land (COWL) (Wallace et al.,
ysis and the model represents the Arctic Oscillation (A0)1996), the NorESM1-M EOF2 is dominated by the PNA
(Thompson and Wallace, 2000), or alternatively the North-With little resemblance _of the COWL pattern. F_urthermore,
ern Annular Mode (NAM). The shapes are slightly different e NAO resemblance in NorESM1-M's EOF2 is weak and
in NorESM1-M with a maximum centred in the central Arc- displaced towards east over Europe. The COWL pattern only
tic, while the NCEP data has a centre displaced over to thdUurns up convincingly in EOF4 for NorESM1-M, and in this
Atlantic sector, but both have secondary maxima of the op-CaS€ combined with a NAO pattern which is considerably

posite sign in southern Europe, north-eastern North AmericaMore correctly positioned than in EOF2. It appears that a
and the northern Pacific Ocean. suitable combination (“rotation”) of EOF2 and EOF4 from

The second EOF of NorESM1-M differs significantly NorESM1-M can be made to better resemble EOF2 from
from that of the NCEP data. Both EOFs are combinationsNCEP than any of them do separately. Such a combination
of patterns reminiscent of the Pacific North American (PNA) Was, for example, made by Corti et al. (2003) for results from
(Wallace and Gutzler, 1981) and North Atlantic Oscillation & Simpler climate model. The third EOF of NorESM1-M re-
(NAO) (Barnston and Livezey, 1987). However, while the Sémbles the EOF4 of NCEP (not shown).

NCEP EOF2 is dominated by the latter in strong combination
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RCP8.5 and HIST GHG-only, AER-only, NAT-only
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Fig. 15. The left column shows components of the non-detrended geopotential height anomalies for each 4-month season (DJFM) of the
3 historical ensemble members for 1976-2005 (black dashed lines and circles), and for the simulated climate projection for each 4-month
season of the years 2071-2100 (denoted on the x-axes) using the RCP8.5 scenario with NorESM1-M (magenta dashed lines and circles]
Thick lines are 10-yr forward moving averages. Right column shows similar components for the experiments with GHG-only (red), Aerosol-
only (blue), and Natural forcing only (green) for 1976—2005.

Another difference between NorESM1-M and NCEP is re- sign over central Europe, and does not appear to have a clear
vealed by the eigenvalues associated with the EOFs, i.e., theounterpart in the hemispheric EOFs or to any established
“explained variance” of each EOF as shown by the percentregional flow regime patterns.
ages above each EOF in Fig. 14. The low-order EOFs from To summarise the EOF analysis, the model's Arctic Os-
the NorESM1-M data “explain” a larger portion than the cor- cillation is slightly too strong with an associated NAO-like
responding low-order NCEP EOFs. pattern displaced towards the east over Europe, and it has

As a separate test we have also calculated EOFs over o much variability. Furthermore, relative to COWL and the
sector of the Northern Hemisphere {80—40° E and 20 N— geographically correct NAO-pattern, the model produces too
80° N) for both NorESM1-M and NCEP data (not shown). strong variability associated with the correctly placed PNA
In this case, the first sectorial EOF explains approximatelypattern. A sectorial EOF-analysis gives similar results for the
the same amount of the variance in NorESM1-M (33.9 %)leading EOF as the hemispheric analysis with respect to the
and NCEP (33.4%). However, the patterns are very simi-displaced NAO-like pattern, probably because COWL is a
lar to the hemispheric leading EOFs over the sectors. Thusiruly hemispheric pattern.
the NAO-pattern in NorESM1-M’s EOF1 is displaced to- These differences between the EOFs of NCEP and
wards the east compared to NCEP. The patterns of the secoridlorESM1-M can be associated with systematic errors in the
EOFs are considerably more similar with explained fractionsstorminess and the blocking occurrence over the North At-
of variance of 18.0% (NCEP) and 15.4% (NorESM1-M). lantic Ocean and Europe mentioned in Sects. 7.1 and 7.2. The
This pattern is dominated by a strong monopole over the ceneastward displacement of parts of the NAO-pattern is, in par-
tral North Atlantic with a weaker monopole of the opposite ticular, associated with the too zonal storminess pattern and
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the under-representation of blocking in the European—North Bentsen et al. (2012) show that for the NINO3.4 index
Atlantic region. NorESM1-M simulates variability on shorter time-scales (2—
Figure 15 shows the time series of the decompositiond yr) than the HadISST observations (3—7 yr, Rayner et al.,
of monthly 500 hPa geopotential height anomalies from2003). It has not been investigated to what extent this is
NorESM1-M on the respective EOF1, EOF2 and EOF4 withdominated by model errors or if it can be related to inter-
the sign shown in Fig. 14. The data are from the three histori-decadal modes of variability (An and Wang, 2000). How-
cal ensemble members and the RCP8.5 scenario for the yeaever, the recent analysis by Kim and Yu (2012) indicates that
2071-2100. These data include the inter-annual (and longetyoth modes of the ENSO variability are represented in the
trends and the systematic differences between the historicdllorESM1-M simulations, as one of the 9 out of 20 CMIP5
and the scenario, but not the seasonal variations. Since athodels.
the anomalies are calculated with respect to the same clima- Figure 16 shows the time series of the NINO3.4 index
tology, defined by the three historical ensemble members fofor HadISST data, and from NorESM1-M, the piControl, the
1976-2005, a given value of the component identifies an exHistoricl and the RCP8.5. It is possible to identify a more
act monthly state, irrespective of the data source. The mairirequent occurrence of ENSO events in the piControl and
curves in the diagrams are the 10-yr moving averages of thélistoricl simulations compared to HadISST. A difference
components. If a coloured curve lies outside of the range obetween the time series for RCP8.5 and either Historicl or
the three historical ensemble members, this may indicate thgtiControl is less evident even though both amplitudes and
the scenario assumption (RC8.5) leads to systematic differreturn periods appear slightly reduced in the scenario. To the
ences from internal natural variability. extent that it is correct to associate warm-phase ENSO with a
For PC1, this is clearly not the case, and neither for PC3positive PNA pattern, this result is consistent with the EOF-
(not shown). For PC2 and PC4, however, there are indicaanalysis in Sect. 6.3.
tions of systematic differences, although less clear for the lat- The spectra in Fig. 16b also indicate such changes. There
ter. One possible interpretation is that in the RCP8.5 climateare two peaks in the piControl, a primary peak around 3yr
towards the end of the 21st century, positive phase PNA mayand a secondary around 6—7 yr. Except for RCP4.5, the two
occur less frequently or the negative phase PNA may occupeaks are less distinct in the scenarios. For RCP4.5 the two
more often. Furthermore, but with less confidence, positivepeaks appear distinct with a smaller difference between them,
phase NAO may occur more often or negative phase NAGCbut both peaks occur at shorter periods than in piControl.
less frequently. More investigations of the significance of thisThere are also signs of less energy on periods longer than
and on probability density functions for the different combi- a decade for all RCPs except RCP6.0.
nations of PCs are ongoing. Further investigations with a larger number of ensemble
Finally, Fig. 15 also includes the components of anoma-members are required to establish the significance of these
lies associated with the historical single forcing experiments.changes. The significant biases in the model simulations also
Even though there are some signs of opposite results for theeduce the confidence in the changes, even though they are
GHG and the aerosol experiments, none of these are outsidaternally consistent and the preliminary study by Guilyardi
the ranges of natural variability defined by the three ensemet al. (2012) confirms that NorESM1-M is one of the two out

ble members with all forcing components included. of 14 CMIP5 models which simulate significantly reduced
ENSO variability (in that case, the NINO3 index) for the
7.4 ENSO abrupt 4« CO, experiment, and close to significantly reduced

. o . for the gradual experiment.
The “El Nifio Southern Oscillation” phenomenon is a dom-

inant mode of interannual climate variability based in the
tropical Pacific which is associated with far reaching atmo-
spheric tele-connections (Trenberth, 1997). The amplitude

(Trenberth and Shea, 1987; Wang, 1995), the frequency Ofhis paper presents a wide range of results of simulations
occurrence, and the pattern structure (An and Wang, 2000)ith the new global climate model NorESM1-M. The com-
_are modulated (_)n multi-decadal tllme_s.cale.s. Never'FheIess, Banion paper by Bentsen et al. (2012) presents the basic fea-
is a well recognised pattern of variability with large impacts {,.es of the model, together with validation studies, while

on the weather over the western equatorial South America. If o have presented and discussed different aspects of the
also has considerable remote impacts (Trenberth etal., 1998), ) jar's properties concerning the climate sensitivity and

showing up as a pattern in the NH extra-tropical troposphergegponse to prescribed changes that lead to radiative forc-
reminiscent of the PNA internal mode of variability although ing. We believe that the results from CMIP5 experiments

the patterns of the ENSO-response and the PNA are differenfish, NorESM1-M. which are only discussed to some ex-

(Straus and Shukla, 2002). The annual global mean surfacg; in this paper, are valuable contributions to the devel-

air temperature is influenced by the ENSO phase. opment of climate system science, as well as to the total
evaluation of possible human induced climate change. The

Summary and conclusions
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Fig. 16. Panel(a) shows time series of detrended monthly SST anomalies of the NINO3.4 redi&r%N, 170-120 W). The anomalies
are found by subtracting the monthly means for the whole time series. Red (blue) colours indicate that anomalies are larger (smaller) than
+0.4K (—0.4K), see Trenberth (1997) for recommendations. Upper time series shows Hadley Centre Sea Ice and Sea Surface Temperature
data set (HadISST,; Rayner et al., 2003) for years 1900—2005; middle time series consist of NorESM1-M Historicl for years 1900-2005
continued with NorESM1-M RCP8.5 for years 2006—2100; lower time series displays NorESM1-M piControl for years 750—-950) Panel
shows power spectra of the NINO3.4 index (the SST anomalies normalised with its standard deviation) using the multi-taper method of
Ghil et al. (2002) with resolutiop = 4 and number of tapers= 7. Data sources are NorESM1-M piControl years 856950 (black), and
NorESM1-M RCP2.6 (blue), RCP4.5 (cyan), RCP6.0 (red), and RCP8.5 (magenta) for years 2006—2100.

data are open for anyone to download and analyse fromio major deep water formation regions, such as in the At-
http://cmip-pcmdi.linl.gov/cmip5/index.html lantic sector of the Arctic and in Northwest Europe, where
The clouds in the NorESM1-M tend to dampen the re- strong convergence of warm water in the upper ocean levels
sponse to GHG forcing+0.09 Wm2K~1), as the long- may occur. The two estimates we have made of the equilib-
wave cloud response is considerably smaller than the negrdum climate sensitivity are both slightly lower than 2.9 K for
ative short-wave response. The clear-sky response is nega-long-term adjustment to an abrupt doubling of LOhe
tive (—1.02 W2 K1), in close agreement with other mod- transient climate sensitivity is estimated at slightly less than
els (Andrews et al., 2012). The model has a strong Atlantic1.4 K for gradual C@-increase until doubling. We argue that
meridional overturning circulation (AMOC) of 30.8 Sv aver- the latter may be an underestimate since very slow feedback
aged over the piControl simulation period. This contributesprocesses may occur in response to a reduction of AMOC,
to an efficient transport of heat into the deep oceans and rewhich will gradually decrease the efficiency of deep ocean
duces the heat available for increasing the surface temperdieat uptake. Nevertheless, NorESM1-M is amongst the least
ture and to melt ice and snow. Exceptions are seen adjacesensitive global climate models (Andrews et al., 2012).
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We have also seen that the projections of global tem-M generally projects a northward displacement of the stormi-
perature increase based on RCP scenarios are substantialbgss. For the most extreme scenario (RCP8.5), an increased
smaller than in most other global climate models contribut-blocking occurrence is found in the European-Atlantic sector
ing to CMIP5, although inside one standard deviation belowin spring and further extended over Eurasia during summer.
the ensemble mean. In addition to the low climate sensitiv- The leading EOF of the 500 hPa geopotential height dur-
ity, NorESM1-M also includes the predominant cooling of ing winter, representing the northern annular mode (NAM),
aerosols, both the direct effect and the indirect effects of puréhas some pattern errors that can be associated with the sys-
water clouds, although their magnitude in the present modetematic errors of the storminess. Furthermore, while the sec-
version is quite moderate (Kirkéag et al., 2013). The geo- ond EOF is dominated by a pattern reminiscent of the Pa-
graphical distribution of the projected warming in the sce- cific North American (PNA) pattern, the main influence of
narios shows the well-known pattern of a stronger warmingthe North Atlantic Oscillation (NAO) turns up in the fourth
over the continents than the oceans, and a considerable are=OF. From NCEP re-analysis data, the second EOF contains
plification in the Arctic. The response in sea-ice is projectedthe main pattern of the NAO in addition to PNA. Under the
to be considerably larger in the Arctic than the Antarctic, andRCP8.5 scenario towards 2100, there are indications that the
the extent in September is reduced to less than half by 210@verage NAO index will increase (more positive and fewer
for three of the four RCP scenarios. For RCP8.5 this annuahegative events) and the average PNA index will decrease
minimum is reduced to zero. Even though the winter maxi- (more negative and fewer positive). The first result is consis-
mum in March is relatively much less reduced, this will mean tent with the changes in storminess, while changes in block-
that the major extent of the winter Arctic sea-ice is generatedng are insignificant in winter. The reduced PNA can be asso-
during the same season. ciated with the reduced amplitude of the projected NINO3.4

For precipitation the largest response in the RCP scenariogdex, even though both the change in ENSO and the relation
towards the end of the 21st century is simulated at low lat-between ENSO and PNA are associated with low confidence.
itudes, with an increase in the tropics and a decrease in the Two of the single forcing experiments for the historical pe-
subtropics. In the extra-tropics and the high latitudes, precipi+iod have been addressed: the GHG only and the aerosol only.
tation is projected to increase, but in the NH summer the subThe response pattern in surface air temperature by 1976—
tropical drying is extended northwards to mid-latitudes, in- 2005 compared to the pre-industrial control run is similar,
cluding southern parts of North America and Europe. Projec-but with opposite sign. This is to a large extent also true
tions of gross budget numbers in the atmospheric water cycléor precipitation, but there are important exceptions at low
indicate intensification of all components except the evaporailatitudes. The model simulates a southward displacement of
tion from land. This reflects that the occurrences of both drylITCZ due to aerosol forcing, and in particular during NH
spells and high precipitation intensities increase over landsummer. This change may partly cancel and partly reinforce
while widespread medium precipitation intensities probablychanges caused by GHG alone. Reinforcements are simu-
occur less frequently. lated in the northern hemispheric subtropics with reduced

The increased precipitation and melting in the Arctic precipitation and increased droughts, and at the southern
will influence the thermohaline forcing of the deep water flank of the ITCZ in the Pacific Ocean with increased pre-
formation and, thus, the strength of the AMOC. All the cipitation. In consequence, the double ITCZ systematic error
RCP-scenarios are projected to lead to significantly reducedeen in many models (also CCSM4, Gent et al., 2011) is re-
AMOC. In RCP8.5, AMOC is reduced by ca. one third by duced in NorESM1-M partly due to the impact of aerosols
2100, and in RCP4.5, which was run to 2300 with a stabil-(see Bentsen et al., 2012).
isation scenario after 2100, the AMOC levels off at about
15-17 % lower intensity. Since NorESM1-M probably over-
estimates the AMOC strength, there are doubts about the rescknowledgementsThis work has been supported by the Re-
liability of these results. search Council of Norway through the EarthClim (207711/E10)
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