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The quantification of transmissibility during epidemics is essential to designing and adjusting public health

responses. Transmissibility can be measured by the reproduction number R, the average number of secondary

cases caused by an infected individual. Several methods have been proposed to estimate R over the course of an

epidemic; however, they are usually difficult to implement for people without a strong background in statistical

modeling. Here, we present a ready-to-use tool for estimating R from incidence time series, which is implemented

in popular software including Microsoft Excel (Microsoft Corporation, Redmond, Washington). This tool produces

novel, statistically robust analytical estimates of R and incorporates uncertainty in the distribution of the serial inter-

val (the time between the onset of symptoms in a primary case and the onset of symptoms in secondary cases).

We applied the method to 5 historical outbreaks; the resulting estimates of R are consistent with those presented

in the literature. This tool should help epidemiologists quantify temporal changes in the transmission intensity of

future epidemics by using surveillance data.

incidence; influenza; measles; reproduction number; SARS; smallpox; software

Abbreviations: CI, credible interval; SARS, severe acute respiratory syndrome.

The reproduction number, R, is the average number of
secondary cases of disease caused by a single infected indi-
vidual over his or her infectious period. This statistic, which
is time and situation specific, is commonly used to character-
ize pathogen transmissibility during an epidemic. The mon-
itoring of R over time provides feedback on the effectiveness
of interventions andon theneed to intensify control efforts (1–4),
given that the goal of control efforts is to reduce R below the
threshold value of 1 and as close to 0 as possible, thus bring-
ing an epidemic under control.

Awide range of methods have been proposed to estimate R
from surveillance data (5–12). However, methods based on
fitting mechanistic transmission models to incidence data are
often difficult to generalize because of the context-specific
assumptions often made (e.g., presence/absence of a latency
period or size of the population studied). Recently, a simpler
statistical approach was proposed, which addressed this
issue. The Wallinga and Teunis method (13) is generic and
requires only case incidence data and the distribution of the

serial interval (the time between the onset of symptoms in a
primary case and the onset of symptoms of secondary cases)
to estimate R over the course of an epidemic. It is based on
the probabilistic reconstruction of transmission trees and on
counting the number of secondary cases per infected individ-
ual. The method estimates 1 value of R per time step of inci-
dence (typically, per day).

However, the approach has several drawbacks. First, esti-
mates are right censored, because the estimate of R at time t
requires incidence data from times later than t. Approaches
to correct for this issue have been developed (14).

When the data aggregation time step is small (e.g., daily data),
estimates of R can vary considerably over short time periods,
producing substantial negative autocorrelation. Other studies
have developed methods to achieve smoother estimates, but the
results can be sensitive to the selected time step or to smoothing
parameters (15–18).

The implementation of these methods requires time and
expertise, especially to produce confidence or credible intervals
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for R. Hence, although there are many methods to quantify
transmissibility during an epidemic, none currently comes as
a ready-to-use tool for nonmodelers.
The aim of our study was to develop a generic and robust tool

for estimating the time-varying reproduction number, similar
in spirit to earlier methods, but implemented with ready-to-use
software and without the drawbacks mentioned above. We
provide Microsoft Excel (Microsoft Corporation, Redmond,
Washington) and R software (R Foundation for Statistical
Computing, Vienna, Austria) versions of this tool, and a user-
friendly web interfacewill soon be available, aswell. (The use
of the letter R to denote both the reproduction number and the
software package is coincidental).
After describing our approach, we apply it to data from

selected historical outbreaks of pandemic influenza, severe
acute respiratory syndrome (SARS), measles, and smallpox.

MATERIALS ANDMETHODS

A more detailed description of our methods can be found
in theWeb Appendices 1–13 available at http://aje.oxfordjournals.
org/.
We assume that, once infected, individuals have an infec-

tivity profile given by a probability distribution ws, depen-
dent on time since infection of the case, s, but independent
of calendar time, t. For example, an individual will be most
infectious at time s when ws is the largest. The distribution
ws typically depends on individual biological factors such as
pathogen shedding or symptom severity.
The instantaneous reproduction number (19), Rt, can be

estimated by the ratio of the number of new infections gener-
ated at time step t, It, to the total infectiousness of infected
individuals at time t, given by

Pt
s¼1 It�sws, the sum of infec-

tion incidence up to time step t− 1, weighted by the infectiv-
ity function ws. Rt is the average number of secondary cases
that each infected individual would infect if the conditions
remained as they were at time t.
In practice, contact rates and transmissibility can change

over time, particularly when control measures are initiated.
This affects the number of secondary cases that a given indi-
vidual infected at time step t will actually infect. The case
reproduction number at time step t, Rc

t , takes into account
those changes. It is the average number of secondary cases
that a case infected at time step twill eventually infect (19). It
is sometimes called the cohort reproduction number because
it counts the average number of secondary transmissions caused
by a cohort infected at time step t. However, estimation of Rc

t
can be undertaken only in retrospect, once the secondary cases
generated by cases infected at t have been infected. Rc

t is the
quantity estimated in Wallinga and Teunis–type approaches
(although the Wallinga and Teunis method considers cohorts
of individuals with symptom onset at time t rather than infec-
tion at time t) (13).
The distinction between Rc

t and Rt is similar to the distinc-
tion between the actual life span of individuals born in 2013,
which we can measure only retrospectively after all individ-
uals have died (i.e., in a century), and life expectancy in
2013, estimated now by assuming that death rates in the
future will be similar to those in 2013.

Rt is the only reproduction number easily estimated in real
time. Moreover, effective control measures undertaken at
time t are expected to result in a sudden decrease in Rt and a
smoother decrease in Rc

t (19). Hence, assessing the effi-
ciency of control measures is easier by using estimates of Rt.
For these reasons, we focus on estimating the instantaneous
reproduction number Rt in this article. (See Wallinga and
Teunis (13), and Cauchemez et al. (14, 15) for methods used
to estimate the case reproduction number).
Given the definition of Rt stated above, the incidence of

cases at time step t is, on average, E½It� ¼ Rt
Pt

s¼1 It�sws,
where E½X� denotes the expectation of a random variable X,
and It−s is the incidence at time step t− s (19). Bayesian sta-
tistical inference based on this transmission model leads to a
simple analytical expression of the posterior distribution of
Rt if we assume a gamma prior distribution for Rt. This makes
obtaining any desired characteristic of this posterior distribu-
tion (e.g., the median, the variance, or the 95% credible
interval) straightforward (Web Appendix 1).
However, the resulting Rt estimates can be highly variable

and hence difficult to interpret when the time step of data is
small (20). We therefore calculate estimates over longer time
windows, under the assumption that the instantaneous repro-
duction number is constant within that time window. At
each time step t, we calculate the reproduction number over
a timewindowof size τ ending at time t.These estimates, denoted
Rt,τ, quantify the average transmissibility over a time window
of length τ ending at time t. They are expected to be less var-
iable as the window size τ increases, because 2 successive
time windows will then have increasing overlap. As τ increases,
the estimates ofRt,τwill also bemore precise. In fact, we show
in Web Appendix 2 that the precision of these estimates
depends directly on the number of incident cases in the time
window [t− τ + 1; t]. This allows us to control the precision
by adjusting the window size.
We also provide estimates of Rt,τ that take into account the

uncertainty in the serial interval distribution parameters by
integrating over a range of means and standard deviations of
the serial interval (Web Appendix 4).
The estimation method presented above is developed for

the ideal situation in which times of infection are known and
the infectivity profile ws may be approximated by the distri-
bution of the generation time (i.e., time from the infection of
a primary case to infection of the cases he/she generates)
(19). However, times of infection are rarely observed, and the
generation time distribution is therefore difficult to measure.
On the other hand, the timing of onset of symptoms is usually
known, and such data collected in closed settings where trans-
mission can reliably be ascertained (e.g., households) can be
used to estimate the distribution of the serial interval (time
between onset of symptoms of a case and onset of symptoms
of his/her secondary cases). Therefore, in practice, we apply
our method to data consisting of daily counts of onset of
symptoms where the infectivity profile ws is approximated
by the distribution of the serial interval.
For many diseases, including influenza (21), SARS (22),

measles (23), and smallpox (24), it is expected that infec-
tiousness starts only around the time of symptom onset. In such
diseases, and when the infectiousness profile after symptoms
is independent of the incubation period, the distributions
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of the serial interval and the generation time are identical (Web
Appendix 9), and our estimates are exact (albeit with t defined
as the time of symptom onset of a primary case and a time
lag in our estimates of Rt equal to the incubation period).

We provide a Microsoft Excel spreadsheet (available at
http://tools.epidemiology.net/EpiEstim.xls) that implements
the estimation method described above. Documentation on
how to use theMicrosoft Excelfile is provided inWebAppen-
dix 14. We have also developed an R package, EpiEstim,
which can be downloaded at http://cran.r-project.org/web/
packages/EpiEstim/index.html, in which both our method
and theWallinga and Teunis method (13) are implemented to
facilitate comparison. We also developed a user-friendly web
interface that will soon be available at http://shiny.epidemiology.
net/EpiEstim.

RESULTS

To illustrate the insights that our method can provide, we
applied it to 5 historical epidemics that varied in terms of
transmissibility, serial interval, and population size. For each
epidemic, we retrieved the epidemic curve, as well as the
mean and standard deviation of the serial interval, from the
literature (Table 1). The discrete distribution of the serial
interval,ws, was then obtained byassuming a gammadistribu-
tion (Web Appendix 11). For each day t of each epidemic, we
estimated the reproduction number for the weekly window
ending on that day (Rt,τ = 7, now denoted R for simplicity).
The 5 epidemic curves, serial interval distributions, and R
estimates are presented in Figure 1. Estimates are not shown
from the very beginning of each epidemic because precise
estimation is not possible in this period (Web Appendix 3).
The estimated case reproduction numbers for those 5 epidem-
ics are also shown in Figure 1 for comparison.

Measles in Hagelloch, Germany, 1861

R initially decreased from an initial median value of 4.3
(95% credible interval (CI): 2.0–8.2) in the middle of the
third week to 3.0 (95% CI: 1.3–5.9) at the end of the same
week, and then increased to 11.5 (95% CI: 8.3–15.3) in the
middle of week 4, and finally decreased again until the end
of the epidemic, falling below 1 at the beginning of week 7.

The increase in R from weeks 3 to 4 suggests increasing
transmissibility. Previous studies have highlighted the impor-
tance of the structure (by classroom and household) of the
contact network in this epidemic and have suggested the
existence of early “superspreaders” (25). These characteris-
tics could explain the increase in R. Interestingly, just after
the first peak of incidence, R was still above 1, indicating that
the epidemic was not yet over; and indeed, a second peak was
still to come.

Pandemic influenza in Baltimore, Maryland, 1918

This epidemic curve was characterized by 2 days with
unusually high incidence, on the 1st and the 15th of October
1918 (days 31 and 45). This might be related to a recollec-
tion bias, because the data were collected after the epidemic.
Although we used a 1-week (τ = 7) time window to calculate
R, estimates still fluctuated. We found an initial median esti-
mate of R of 1.4 (95% CI: 1.0–1.9) at the end of week 2. Esti-
mates were then quite stable until R peaked at 2.4 (95% CI:
2.2–2.6) in the middle of week 5 (coincident with the
second highest peak in incidence). Estimates then decreased,
with R falling below 1 early in week 7, before the largest
peak in incidence (though around that peak, R estimates just
exceed 1 for a few days). At the very end of the epidemic,
the credible intervals widen because of low case numbers.

Table 1. Description of the 5 Data Sets Analyzed, Corresponding to 5 Epidemics Between 1861 and 2009

First Author, Year
(Reference No.)

Disease Location
Year of

Epidemic
Incidence ofa

Mean (SD)
Serial Interval,

days

Reference for Mean
(SD) Serial Interval

Groendyke, 2011 (37) Measles Hagelloch,
Germany

1861 Onset of early symptoms 14.9 (3.9) Derived from
Groendyke
et al. (37)b

White, 2008 (17); Fraser,
2011 (20); Frost, 1919
(38); Vynnycky,
2007 (39)

Pandemic
influenza

Baltimore,
Maryland

1918 Onset of symptoms 2.6 (1.5) Ferguson et al.
(40); Boelle
et al. (41)

Fenner, 1988 (26); Gani,
2001 (42)

Smallpox Kosovo 1972 Onset of symptoms 22.4 (6.1) Derived from Riley
and Ferguson
(43)b

Cori, 2009 (16) SARS Hong Kong 2003 Onset of symptoms 8.4 (3.8) Lipsitch et al. (44)

Cauchemez, 2011 (31) Pandemic
influenza

School in
Pennsylvania

2009 Onset of acute respiratory
illness among children
attending the school

2.6 (1.5) Ferguson et al.
(40); Boelle
et al. (41)

Abbreviations: SARS, severe acute respiratory syndrome; SD, standard deviation.
a Clinical characteristic considered to define the incidence. The incidence at time step t is the number of individuals showing this clinical

characteristic at time step t.
b Estimates of the mean and standard deviation of the generation time for measles and smallpox were not available directly from the literature.

Instead, we derived them indirectly from published estimates of the latency and infectious periods. Technical details about this derivation are

described in Web Appendix 13.
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Fraser et al. (20) found a similar temporal trend for R and
attributed the decrease in R to social distancing measures
that were undertaken aroundOctober 10 (day 40). This is con-
sistent with our analysis (given that we were looking at R esti-
mates over the past week) in which R fell below 1 on day 43.
Because the serial interval distribution for the 1918 pan-

demic is poorly documented, we explored a range of means
and standard deviations for the serial interval and derived esti-
mates of R by integrating over all these values (Web Appen-
dix4).The results are shown inFigure2.Themedianestimated
R in the presence of this uncertainty differed by 3% or less
from the estimates obtained with a fixed serial interval distri-
bution. However, the credible intervals were wider, reflecting
the increased uncertainty.
We also examined the choice of the assumed time window

width used to estimate R for this data set. Figure 3 shows
daily estimates of R for 1-day, 1-week, 2-week, and 4-week
windows, assuming a known serial interval distribution (as
in Table 1). The estimates varied substantially according to
the window size chosen. The 1-day window estimates were
so variable that it was hard to derive any trend from them. As
the window size grew, the median estimates were smoother,
and the credible intervals were narrower, as expected. For

4-week windows, the upper credible interval was below 1 at
the end of the epidemic. However, longer intervals delayed
the time atwhich themedian estimatedR fell below 1.Overall,
for this data set, a 1-week window represents a good com-
promise.

Smallpox in Kosovo, 1972

The analysis of the smallpox outbreak in Kosovo in 1972
illustrates the potentially long delay between the first case
and the time when it is reasonable to start estimating R.
Here, for a small epidemic with a long mean serial interval,
that delay was as long as 4 weeks. We found that R increased
from a median value of 3.4 (95% CI: 0.8–9.3) early in the
fourth week to 23.9 (95% CI: 19.0–29.5) in the middle of
week 6 and then decreased again until the end of the epi-
demic, falling below 1 only in the beginning of week 8.
The initial increase in R is consistent with a report that

identified that transmission during the “second generation of
cases” was unusually high, which the authors assumed to be
“associated with inadequate protection from vaccination”
(26). Estimates stayed above 1 until very late in the epi-
demic, indicating the limited success of control measures.
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Figure 1. The first row shows daily epidemic curves (from left to right) for measles in Hagelloch, Germany, October 1861–January 1862; pan-
demic influenza in Baltimore, Maryland, September–November 1918; smallpox in Kosovo, February–April 1972; severe acute respiratory syn-
drome (SARS) in Hong Kong, February–June 2003; and pandemic influenza in a school in Pennsylvania, April–May 2009. The second row shows
daily estimates of the instantaneous reproduction numbers R over sliding weekly windows; the black lines show the posterior medians and the
grey zones show the 95% credible intervals; the horizontal dashed lines indicate the threshold value R = 1. The third row shows daily estimates of
the case reproduction numbers Rc over sliding weekly windows; the black dots show the mean estimates, and the bars show the 95% confidence
intervals; the horizontal dashed lines indicate the threshold value Rc = 1. The fourth row shows the serial interval distributions used for estimation
of R and Rc.
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Vaccination, which started on March 16 (day 31) was slow
(95% coverage was achieved only by the end of April,
around day 70) and sometimes ineffective (26).

SARS in Hong Kong, 2003

For the SARS outbreak in Hong Kong in 2003, we find 2
successive peaks in R. The first occurred in the middle of
week 3 with a median estimate of 12.2 (95% CI: 10.0–14.7),

and the second occurred at the end of week 6 with a median
estimate of 2.6 (95% CI: 2.4–2.9). R then fell below 1 by the
end of week 7.

These 2 peaks coincide with the occurrence of known
superspreading events, the first occurring in weeks 3 and 4,
and the second occurring between weeks 5 and 6 (16, 27,
28). It is notable that R falls below 1 very quickly after the
epidemic peak,while incidence is still quite high. Similar trends
were found in previous analyses of this epidemic (13, 14).
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Figure 2. Estimated reproduction number for pandemic influenza in Baltimore, Maryland, September–November 1918. A) Daily epidemic curve;
B) daily estimates of the reproduction number R over sliding weekly windows (the black line shows the posterior medians and the grey zones show
the 95% credible intervals; the horizontal dashed line indicates the threshold value R = 1); C) histogram of the mean serial intervals explored; and
D) histogram of the standard deviations of the serial interval explored.
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Figure 3. Estimated reproduction number for pandemic influenza in Baltimore, Maryland, September–November 1918, with several time win-
dows. A) Daily epidemic curve; B) serial interval distribution; C–F) daily estimates of the reproduction numbers R over 1-day windows; C), over
sliding weekly windows; D), over sliding 2-week windows; E) and over sliding 4-week windows; F) black lines show the posterior medians, and
grey zones show the 95% credible intervals; the horizontal dashed lines indicate the threshold value R = 1.
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Pandemic influenza in a school in Pennsylvania, 2009

We estimated that R was relatively constant over the whole
secondweek of the epidemic, with amedian around 1.7 (early
in the week, 95% CI: 1.0–2.6; late in the week, 95% CI:
1.2–2.2).R thendecreased, fallingbelow1early inweek4.This
could reflect the impact of control measures or could be due to
the depletion of susceptibles in the school population. In the
last days of the epidemic, 2 new cases appeared, probably as a
result of reintroduction of infection from outside the school,
resulting in estimates of R increasing again from a minimum
value of 0.2 (95% CI: 0.1–0.5) to 0.9 (95% CI: 0.3–2.0).

Comparison between instantaneous reproduction

number R and case reproduction number Rc

Figure 1 shows the instantaneous (R) and case (Rc) repro-
duction numbers estimated for the 5 epidemics. Rc was esti-
mated by using the Wallinga and Teunis method (13), but
on weekly windows (Web Appendix 5).
The estimates of Rc on weekly windows are smoother than

the estimates ofRonweeklywindows.Moreover, they are ahead
of the estimates of R by amean serial interval.When the serial
interval is short (e.g., for influenza or SARS), this delay is small,
and the smoothing effect is not very strong. However, when
the serial interval is long (e.g., for measles or smallpox), both
effects are more dramatic, and the curves have very different
interpretations. For the measles outbreak in Hallegoch, Ger-
many, the highest estimate of Rc is early in the epidemic, on
theweekendingonday11,which reflects high transmissibility
2 weeks later (i.e., on the week ending on day 25), coincid-
ing exactly with the peak in the estimated R. This means that
the high transmissibility around day 25 is due to cases who
have shown symptoms, on average, 2 weeks earlier. Simi-
larly, for the smallpox epidemic in Kosovo, the peak in Rc is
on theweek ending on day 15, and the peak inR is on theweek
ending on day 38 (i.e., 23 days later), which is the mean serial
interval we have assumed. Transmissibility, measured by the
instantaneous reproduction number, was very high during the
second generation of cases, around day 38, but thiswas caused
by the first generation of cases, who had symptoms around
day 15.

DISCUSSION

We have developed a simple and generic method to esti-
mate time-varying instantaneous reproduction numbers from
incidence time series. A simulation study presented in Web
Appendix 6 shows that our method is able to detect changes
in the reproduction number, for instance, following a control
measure. We applied this method to analyze the time course
of transmissibility for 5 historical outbreaks. Our estimates
of the instantaneous reproduction number are consistent
with estimates of the case reproduction number despite con-
siderable differences in interpretation. Our analyses are also in
agreement with previously published results obtained with
generally more complicated and less general methods.
For instance, although our estimates of the reproduction

number for the 1918 influenza pandemic in Baltimore, Mary-
land, are similar to the maximum likelihood estimates obtained

by Fraser et al. (20), it is much easier to produce credible
intervals with our method than to produce confidence inter-
vals with the previously used maximum likelihood estimates
approach. Our method is also easier to implement and more
flexible than the parametric estimation used by White and
Pagano (17) on the same data set.
Similarly, for the 2003 SARS epidemic in Hong Kong,

Wallinga andTeunis (13), aswell as Cauchemez et al. (14), found
temporal trends for the case reproduction number similar to
our estimates of the instantaneous reproduction number but
with lower peak values. The case reproduction number (which
is the quantity derived in those studies) is estimated over a
generation of infection (i.e., over 8.4 days on average for SARS).
When the instantaneous reproduction number is estimated
on time windows shorter than the average generation time
(which is the case for our weekly windows), we expect the
case reproduction to be smoother than the instantaneous repro-
duction number, which could explainwhywefind higher peaks.
Again, it is more straightforward to produce credible intervals
with our method than it is with those approaches.
Robust estimation of R provides important insights into

temporal changes in transmission during an epidemic. However,
interpreting the temporal trends is not always straightforward.
Changes in R can be due to changes in underlying transmis-
sibility (e.g., due to seasonality), changes in contact patterns
in the population affected, the impact of control measures,
or the depletion of the size of the susceptible population. For
instance, we found thatR decreased very early during the SARS
epidemic in Hong Kong. However, because many control mea-
sures were put in place at different times during the SARS epi-
demic (29, 30), it is difficult to relate the decrease seen directly
to a specific control measure from this analysis alone.
Likewise, we estimated that, for the outbreak of 2009 pan-

demic influenza in a school in Pennsylvania, there was again
an early decrease in R. But just estimating R does not allow
us to determine whether this reflects a true reduction in trans-
missibility, possibly due to the school closure between May
14–20 (days 17–23) or the depletion of susceptibles. By using
a more complex analysis, Cauchemez et al. (31) showed that
the second of these explanations was more likely.
The method developed here relies on knowledge of the

serial interval distribution but is able to directly incorporate
uncertainty in serial interval distribution estimates. Allowing
the mean and variance of the serial interval distribution to vary
round average values affects median R estimates to a limited
extent but increases the credible intervals around those estimates.
The estimates of R obtained with our method are quite

sensitive to the size of the sliding window over which the esti-
mates are calculated. Small windows can lead to highly vari-
able estimates with wide credible intervals, whereas longer
windows lead to smoothed estimates with narrower credible
intervals. InWebAppendix 2, we discuss an interesting result
on the minimum number of cases that need to be included in
a time window to achieve a given precision in the estimate of
R. Because the beginning of an epidemic has few incident cases,
we used this result to provide guidance on when it is reason-
able to start estimating R.
Finally, our method makes several assumptions that would

benefit from reiteration. First, we applied our method to time
series of onset of symptoms, and we used the serial interval
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distribution as an approximation for the infectivity profilews.
We showed in Web Appendix 12 that for diseases for which
infectiousness starts only at the time of symptom onset, with
an infectiousness profile after symptom onset independent
of the incubation period, this leads to exact, but time-lagged,
estimates of the reproduction number. Although formany dis-
eases, including those studied here (21–24), this assumption
is sensible, it does not hold for pathogens such as human immu-
nodeficiency virus, for which infectiousness precedes symp-
toms (32).

In such cases, and if data on the incubation period (delay
between infection and symptom onset) are available, a possi-
ble strategy would be to use the incubation period distribu-
tion to back-calculate the incidence of infections from the inci-
dence of symptoms and then apply our method to estimate the
reproduction number from those inferred data (19). However,
this approachmay lead to oversmoothed incidence time series
compared with the true infection incidence (19).

Second, we assumed that all cases were detected.We showed
in a simulation study that this should not dramatically affect
estimates as long as the proportion of asymptomatic cases and
the reporting rate are constant through time (Web Appendix
8). As an example, an early precursor of the method applied
herewas used to analyze time series of polio disease incidence,
in which approximately 1 in 200 infections was symptomatic
(33). In some situations, the reporting rate is likely to change
over the course of an epidemic, for instance, as a result of
improved case ascertainment or case definitions or changes
in health care–seeking behavior over time. If data on report-
ing are available, it is possible to extend our method to take
variable reporting rates into account (6).

We assumed that there were no imported cases, so that each
incident case could be attributed to a previous case in the inci-
dence time series. However, if imported cases were identified
as such, our method could easily be adapted to account for
them, as was done in previous studies by using other estima-
tion methods (12, 34–36).

Finally, we assumed that the serial interval distribution was
constant throughout the epidemic. However, if there were
independent data (e.g., from contact tracing studies) suggest-
ing evidence of changes in the serial interval distribution, our
method could be applied with different serial interval distri-
butions for different time periods of the epidemic.

Despite these assumptions,we feel the simplicityof themethod
we have presented here outweighs the limitations highlighted
above. We hope our method will be adopted by epidemiolo-
gists and public health organizations. This will be facilitated
by the R package and, more importantly, the simple Micro-
soft Excel tool and the web interface we have developed and
releasedwiththispaper.Thesesoftwareprogramsshouldallow
rapid analysis of incidence time series of any infectious dis-
ease within the scope described above and should be valuable
tools for future outbreak investigations.
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